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What is Special about Charm?
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1) Its mass. The charm quark is “heavy”...

MeV GeV TeV

ΛQCD W, Z

... but not “too” heavy.

Most decay modes of hadrons with charm are 
“easy” to observe experimentally.
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2) Its decays.  Charm is the only heavy quark that 
forms hadrons with CKM-allowed decays.
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The Experiments

CLEO
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Fig. 1. The E835 detector, side view.

We determine the center-of-mass energy distribution by measuring the beam-revolution-

frequency spectrum and the orbit length, as described in detail in Ref. [6]. We calibrate the

central orbit length L0 using the recent high-precision measurement of the ψ ′ mass by the
KEDR experiment, 3686.111± 0.025± 0.009 MeV/c2 [8], which gives an uncertainty of

±0.17 mm out of 474.046 m. "L, the correction to L0 due to deviations from the central

orbit, is determined using 48 horizontal beam-position monitors (BPMs) [4,6]. For scan I

at the χc1, the uncertainty in "L was estimated as 1 mm (rms) (110 keV) [6]. The BPM

system was subsequently improved and we estimate the uncertainty for the subsequent

scans as 0.64 mm (rms) (70 keV at the χc1, 75 keV at the χc2). The center-of-mass energy

spread, σ√
s , was approximately 200 keV at the χc formation energies.

The cross section for formation of the χc states is less than 10
−5 of the inelastic p̄p

hadronic cross section. Even so, a clean signal was extracted by selecting electromagnetic

final states as tags of charmonium formation. The χcJ were studied in the inclusive reac-

tion:

(1)p̄p → χcJ → J/ψ + anything→ (e+e−) + anything.
The non-magnetic spectrometer (Fig. 1) was optimized for the detection of photons and

electrons, and is described in detail in Ref. [4]. The apparatus had full acceptance in az-

imuth (φ), with a cylindrical central system and a planar forward system. The detector

elements used for the trigger and for the offline selection of events from reaction (1) were

(a) three hodoscopes, H1, H2′ and H2, azimuthally segmented in 8, 24 and 32 counters,
respectively, (b) a threshold gas Čerenkov counter for identifying e±, divided in two vol-
umes in polar angle; each volume was segmented azimuthally in 8 sectors aligned with

the counters of the H1 hodoscope, and (c) two lead-glass calorimeters for measuring the

energy and direction of photons and electrons: a cylindrical one (CCAL) with 1280 coun-

ters, covering the polar angles 11◦ < θ < 70◦ and a planar one (FCAL) covering the polar
angles 3◦ < θ < 12◦. All counters were equipped with time and pulse-height measurement
capability. The luminosity was measured at each data point with a statistical precision of

BES

E835

e+e− and Photon Beams Hadroproduction



A Survey of Recent Results
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• “Precision” Measurements
Small error bars, stringent limits, and tying 
up old loose ends

• New States   (Note: Talk tomorrow by R. Waldi)
A resurgence in charmonium

• Confronting Lattice QCD
Testing “high precision” lattice calculations

• D0 Mixing and Tests of CP Violation
Current status and future prospects

My own selection! My apologies for not covering it all!



“Precision” Measurements

The Ds Lifetime
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2

ysis were from data taken earlier in the data-taking run
(Run Period A) without the four SSD planes in the tar-
get region [10]. Momentum analysis was done using five
multiwire proportional chambers and two magnets with
opposite polarities. Three multicell threshold Čerenkov
counters were used for particle identification [11].

The D+
s → φ(1020)π+, φ(1020) → K−K+ and D+

s →
K∗(892)0K+, K∗(892)0 → K−π+ resonant decay modes
[22] are used because they have much better signal-to-
background than inclusive D+

s → K−K+π+ decays.
All K−K+π+ candidates are tested to see if they form

a vertex with a confidence level greater than 1%. The
candidate D+

s momentum vector is then projected to
search for a production vertex with one or more tracks.
As many tracks as possible are included in the production
vertex so long as the vertex confidence level is larger than
1%. The production vertex is required to be within one of
the four targets. To largely eliminate non-charm back-
grounds, the separation L between the production and
decay vertices is required to be larger than 6σL where σL

is the calculated error on L.
The φ(1020)π+ (K∗(892)0K+) decay mode candidates

are required to have K+K− (K−π+) masses within two
sigma of the nominal φ(1020) (K

∗
(892)0) mass. Also

the magnitude of cos θ∗ must be larger than 0.3 (0.6)
for the φ(1020)π+ (K∗(892)0K+) decay mode candi-
dates, where θ∗ is the angle between the K− and the π+

(K+) in the φ(1020) (K∗(892)0) center-of-mass frame.
For the K∗(892)0K+ decay mode, the K+K− invari-
ant mass must not be within two sigma of the φ(1020)
mass to ensure statistically independent samples in the
two decay modes. Each track in the K−K+π+ candi-
date combination must also satisfy a minimal Čerenkov
particle identification criteria. To further reduce the
D+ → K−π+π+ contamination by an additional factor
of 15 in the D+

s → K∗(892)0K+ candidate sample, the
kaon with the same sign as the pion is required to have a
kaon probability that is larger than its pion probability
by a factor of 20.

The K−K+π+ invariant mass plots for data are shown
in Fig. 1. The fits shown are to a Gaussian signal and a
quadratic background function which yields 8961 ± 105
φ(1020)π and 4860 ± 90 K

∗
(892)0K reconstructed D+

s
decays. The lifetime analysis uses K−K+π+ candidates
in a signal region (SR) that is within ±2σm of the fitted
D+

s mass, where σm = 9.7 MeV/c2 is the fitted Gaussian
width of the D+

s peak. Candidates within two symmetric
sideband regions (SBR), each of width 2σm and centered
at ±5σm from the fitted D+

s mass, are used to represent
the lifetime distribution of background in the SR. The
SR and SBR are shown in Fig. 1.

For the lifetime analysis we use the reduced proper
time, t′ = (L − 6σL)/βγc. The use of the reduced
proper time ensures that only a small acceptance correc-
tion to the lifetime distribution is needed [12]. The av-
erage proper time resolution for this decay sample (51 fs
for Run Period A and 43 fs for Run Period B) is small
enough compared to the lifetime to use a binned likeli-
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FIG. 1: The K+K−π+ invariant mass distributions for the
(a) φ(1020)π+ and (b) K∗(892)0K+ decay modes. The data
is given by the points while the line gives the fit with the
hatched region showing the fitted background level. The ver-
tical dotted lines gives the D+

s
signal and sideband regions.

hood method. We fit the φ(1020)π and K
∗
(892)0K decay

modes separately. For each decay mode the Run Period
A and B data are used in a combined fit.

For each of the run periods A and B, the t′ distribu-
tions for the decays in the SR and SBR are binned into
two separate histograms from 0–3 ps in 60 fs bins. The
observed number of decays in the i th t′ bin is sA

i for the
SR and bA

i for the SBR, where A refers to Run Period
A. The t′ distribution of the SBR is used as a measure
of the lifetime distribution of background events in the
SR. Thus the expected number of decays (ni(A)) in the
i th t′ bin of the SR for Run Period A is given by:

ni(A) = SA
fA(t′i)e

−t′
i
/τ

∑
i fA(t′i)e

−t′
i
/τ

+ BA
bA
i∑
i bA

i

, (1)

and the likelihood for Run Period A is given by

LA =
∏

i

ni(A)sA

i e−ni(A)

sA
i !

×
(αABA)NA

b e−αABA

NA
b !

. (2)

SA is the total number of signal events, BA is the total
number of background events in the SR, and SA + BA =
ΣsA

i . The total number of events in the SBR is NA
b =

ΣibA
i and αA is the ratio of the number of events in the

SBR to the number of background events in the SR. The
value of αA is obtained from the fit to the invariant mass
distribution and is very close to 1. There is a similar
likelihood for Run Period B and the likelihood that is
maximized is L = LA × LB. The fit parameters are BA,
BB, and τ .

The effects of geometrical acceptance, detector, trig-
ger and reconstruction efficiencies, and absorption are

φπ

K*K
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FIG. 2: The f(t′) correction functions for the two decay
modes and two run periods (a) φ(1020)π Run Period B; (b)
φ(1020)π Run Period A; (c) K

∗

(892)0K Run Period B; and
(d) K

∗

(892)0K Run Period A. Deviation from a flat line
indicates the correction from a pure exponential.

given by the f(t′) correction function. The f(t′) func-
tion is determined using a detailed Monte Carlo (MC)
simulation of the experiment where the production (us-
ing Pythia [13]) was tuned so that the production dis-
tributions for data and MC matched. A full coherent
D+

s → K−K+π+ decay was simulated using results from
FOCUS [14]. The f(t′) distributions are shown in Fig. 2.

We obtain fitted lifetimes of 507.60 ± 6.46 fs and
506.90± 10.60 fs for the φ(1020)π and K

∗
(892)0K decay

modes, respectively. The fit confidence levels are 2.0%
and 0.13%, respectively. As discussed below, these low
values are expected for the fitting technique used. The
lifetime distribution of all decays in the SR are shown in
Fig. 3 together with the fit and the level of background
contained in the SR.

Detailed studies were performed to determine the sys-
tematic uncertainty in the lifetime measurement.

The f(t′) correction reduces the fitted lifetime by
0.80%. We studied the uncertainty in this correction. We
verified that the MC reproduces the data D+

s longitudi-
nal and transverse momenta, the multiplicity of the pro-
duction vertex, cos θ∗, and the decay length and proper
time resolutions. A sensitive check of the acceptance and
efficiency part of the MC correction was done using high
statistics K0

S → π+π− decays. Short-lived K0
S decays

were reconstructed using the same analysis methods in
the same decay region as the D+

s decays. Since the K0
S

lifetime is well known, we can determine the f(t′) cor-
rection in data and compare it to that obtained in our
MC simulation. The agreement is excellent but was lim-
ited in sensitivity by both data and MC statistics. Using
this sensitivity as the level of the uncertainty in the f(t′)
correction, we determine a systematic uncertainty due to
this correction of ±0.69%. Possible time dependent sys-
tematic effects were looked for by splitting the data into
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FIG. 3: The lifetime distribution for all decays in the data
SR (points), and the fit (histogram). The shaded distribution
shows the lifetime distribution of the background component
in the SR. The data and fit are shown for Run Periods A and
B combined in the same plot for the two decay modes (a)
φ(1020)π and (b) K

∗

(892)0K.

different time periods and comparing the fitted lifetimes.
We also compared the separate fitted lifetimes for decays
originating from each of the four targets. No systematic
uncertainties were found in these comparisons.

Our limited knowledge of the production and decay
of the D+

s could contribute to a systematic uncertainty.
This was studied using different MC simulations where
the production parameters and the resonance substruc-
ture of the decay were varied over reasonable ranges.
Production systematics were also studied by splitting the
data into different bins of total and transverse D+

s mo-
menta, primary vertex multiplicity, and by comparing
the fitted lifetimes for particles and anti-particles. We
found no evidence of systematic effects, however, vari-
ations of the fitted lifetimes in these studies led us to
assign a systematic uncertainty of ±0.23% due to our
limited knowledge of D+

s production and decay.
The systematic uncertainty due to absorption of the

D+
s and daughter particles was determined by varying

the D+
s interaction cross-section [23] by 100% and the

daughter particle interaction cross-sections by 50% in the
MC. It was also studied by comparing the lifetimes of
decays occurring inside and outside of the target, and
by comparing the lifetimes for decays where the D+

s was
produced in the upstream half of each target with those
produced in the downstream half of the same target. We
determined a systematic uncertainty of ±0.38% due to
absorption.

In order to use the reduced proper time we must be
able to correctly model our proper time resolution. This
was verified by comparing the distributions for data and

Ds→φπ

Ds→K*K

τ(Ds)=507.4±5.5±5.1 fs
Ds signal Sidebands

γN→ (K+K−π±)X

PRL 95(2005)052003



“Precision” Measurements

Limit: D+→π+μ+μ−
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Prelim @ Moriond EW 2006

Tevatron experiments make a lot of charm!

Possible new physics 
in charm FCNC



“Precision” Measurements

ψ(3770) → hadrons
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PRL 95(2005)121801

CLEO-c: Closing the gap
σ(e+e− → DD̄) = 6.39±0.10+0.17

−0.08 nb
PRL 96(2006)092002σ(e+e− → hadrons) = 6.38±0.08+0.41

−0.30 nb
Upper limit on gap is ≈10%.    Other observed modes ≈2%.

BES III: Resonance scan of ψ(3770)
hep-ex/0605105 and hep-ex/0605107
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FIG. 4: The observed cross sections versus the nomi-
nal center-of-mass energies, where (a) shows the inclusive
hadronic event production, (b) and (c) show the D0D̄0 and
D+D− event production, respectively; the points with error
are the data, while the lines are the fits to the data.

decays. The ψ(3770) resonance shape is taken as

σB
ψ(3770)(s

′

) =
12πΓee

ψ(3770)Γ
tot
ψ(3770)(s

′

)

(s′ − M2
ψ(3770))

2 + [Mψ(3770)Γtot
ψ(3770)(s

′)]2
,

(4)
while the D0D̄0, D+D− (or DD̄) resonances shapes are
taken as

σB
DD̄(s

′

) =
12πΓee

ψ(3770)ΓDD̄(s
′

)

(s′ − M2
ψ(3770))

2 + [Mψ(3770)Γtot
ψ(3770)(s

′)]2
,

(5)
where Mψ(3770) and Γee

ψ(3770) are the mass and leptonic

width of the ψ(3770) resonance, respectively; ΓDD̄ is the
partial width of ψ(3770) decay into DD̄; Γtot

ψ(3770)(s
′

) and

ΓDD̄(s
′

) are chosen to be energy dependent, which are
defined as

Γtot
ψ(3770)(s

′

) = ΓD0D̄0(s
′

) + ΓD+D−(s
′

) + Γnon−DD̄(s
′

),
(6)

where

ΓD0D̄0(s
′

) = Γ0 θD0D̄0

(pD0)3

(p0
D0)3

1 + (rp0
D0)2

1 + (rpD0)2
B00, (7)

ΓD+D−(s
′

) = Γ0 θD+D−

(pD+)3

( 0 )3
1 + (rp0

D+)2

1 + ( )2
B+−,(8)

and

Γnon−DD̄(s
′

) = Γ0 [1 − B00 − B+−] , (9)

where p0
D and pD are respectively the momenta of the

D mesons produced at the peak of ψ(3770) and at the
actual c.m. energy

√
s′ ; Γ0 is the total width of the

ψ(3770) at its peak, B00 = B(ψ(3770) → D0D̄0) and
B+− = B(ψ(3770) → D+D−) are the branching frac-
tions for ψ(3770) → D0D̄0 and ψ(3770) → D+D−, re-
spectively, which are the fitted parameters, and r is the
interaction radius of the cc̄, which is left free in the fit;
θD0D̄0 and θD+D− are the step functions to account for
the thresholds of the D0D̄0 and D+D− production, re-
spectively.

The non-resonant hadronic background shape is taken
as

σnrsnt
h =

∫

∞

0

ds′′G(s, s′′)

∫ 1

0

dx
Ruds(s

′)σB
µ+µ−(s′)

|1 − Π(s′)|2
F (x, s)

+fDD̄

[

(
pD0

ED0

)3θD0D̄0 + (
pD+

ED+

)3θD+D−

]

σB
µ+µ− (s′),

(10)

with s′ = s(1− x), where x is a parameter related to the
total energy of the emitted photons and

√
s is the nom-

inal c.m. energy, F (x, s) is the sampling function [4],
1/|1 − Π(s(1 − x))|2 is the vacuum polarization correc-
tion function [13] including the contributions from all
1−− resonances, the QED continuum hadron spectrum
as well as the contributions from the lepton pairs (e+e−,
µ+µ− and τ+τ−) [10]; σB

µ+µ−(s′) is the Born cross sec-

tion for e+e− → µ+µ−, ED0 and ED+ are respectively
the energies of D0 and D+ mesons produced at the ac-
tual energy

√
s′, fDD̄ is a parameter to be fitted, and

Ruds(s′) is the R value for the light hadron production
through one photon annihilation directly. In the fit we
take the Ruds(s′) as a constant in the energy region and
left it free; we fix the J/ψ resonance parameters at the
values given by PDG [3]. We also consider the effects of
the BEPC energy spread on the observed cross sections
in the fit. G(s, s′′) in Eq. (10) is the Gaussan function
to describe the c.m. energy distribution of the BEPC
machine.

The curves in Fig. 3 and Fig. 4 show the fits to the data.
Fig. 3(a) shows the observed cross sections with the fit to
the data, where the points with error show the observed
cross sections and the error is combined from statistical
and point-to-point systematic uncertainties arising from
the statistical uncertainties in the efficiencies for detec-
tion of the hadronic events and Bhabha events; the solid
line shows the fit to the cross sections and the dashed
line represents the contributions from J/ψ, ψ(2S) and
continuum hadron production. To examine the contri-
bution from the vacuum polarization corrections to the
Born hadronic cross section due to one photon annihila-
tion directly, we subtract the contributions of ψ(2S) and

C
ro

ss
 S

ec
tio

n

Total

D0D̄0

D+D−

Find room for possible non-DD 
contribution of ≈16±8%.

Consistent with CLEO-c, worth more study.



New States
1P1 Charmonium: 
The hc(3525)
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Fig. 1. The E835 detector, side view.

We determine the center-of-mass energy distribution by measuring the beam-revolution-

frequency spectrum and the orbit length, as described in detail in Ref. [6]. We calibrate the

central orbit length L0 using the recent high-precision measurement of the ψ ′ mass by the
KEDR experiment, 3686.111± 0.025± 0.009 MeV/c2 [8], which gives an uncertainty of

±0.17 mm out of 474.046 m. "L, the correction to L0 due to deviations from the central

orbit, is determined using 48 horizontal beam-position monitors (BPMs) [4,6]. For scan I

at the χc1, the uncertainty in "L was estimated as 1 mm (rms) (110 keV) [6]. The BPM

system was subsequently improved and we estimate the uncertainty for the subsequent

scans as 0.64 mm (rms) (70 keV at the χc1, 75 keV at the χc2). The center-of-mass energy

spread, σ√
s , was approximately 200 keV at the χc formation energies.

The cross section for formation of the χc states is less than 10
−5 of the inelastic p̄p

hadronic cross section. Even so, a clean signal was extracted by selecting electromagnetic

final states as tags of charmonium formation. The χcJ were studied in the inclusive reac-

tion:

(1)p̄p → χcJ → J/ψ + anything→ (e+e−) + anything.
The non-magnetic spectrometer (Fig. 1) was optimized for the detection of photons and

electrons, and is described in detail in Ref. [4]. The apparatus had full acceptance in az-

imuth (φ), with a cylindrical central system and a planar forward system. The detector

elements used for the trigger and for the offline selection of events from reaction (1) were

(a) three hodoscopes, H1, H2′ and H2, azimuthally segmented in 8, 24 and 32 counters,
respectively, (b) a threshold gas Čerenkov counter for identifying e±, divided in two vol-
umes in polar angle; each volume was segmented azimuthally in 8 sectors aligned with

the counters of the H1 hodoscope, and (c) two lead-glass calorimeters for measuring the

energy and direction of photons and electrons: a cylindrical one (CCAL) with 1280 coun-

ters, covering the polar angles 11◦ < θ < 70◦ and a planar one (FCAL) covering the polar
angles 3◦ < θ < 12◦. All counters were equipped with time and pulse-height measurement
capability. The luminosity was measured at each data point with a statistical precision of

We make the following tests: For events away from the
hc search region, we rescale the ! energies by the ratio
3526:2=

!!!

s
p !MeV" and examine the resulting Dalitz plots

for events appearing in the "c! band. No candidates are
present. We also examine the sensitivity of the selection to
the value of m"c used in the 5C fit. Within the range
2850<m"c < 3150 MeV, the selection is unaffected.

2. Significance of the resonant signal

There are several methods for estimating the signifi-
cance of the event excess in the "c! channel.

(1) Binomial significance with a priori alternate hy-
pothesis: We test the null hypothesis H0, that the
cross section is the same in the signal bin and
background bin, against the alternate resonant hy-
pothesis H1, that the signal bin has a larger cross
section, where the signal bin is chosen from the
E760 J= #0 analysis. We bin the E760 data in the
hc search region (3522:6<

!!!

s
p

< 3527:15 MeV) so

that the peak observed is contained in a single signal
bin between 3525.6 and 3526.4 MeV. For the E835-
1997 data, the integrated luminosity for the hc signal
bin is 19:07 pb#1, and that for the background bin,
extending from the $c1 to $c2 but excluding the
signal bin, is 40:05 pb#1, for binomial coefficient
Pb $ 0:323. There are 7 events in the signal bin and
2 in the background bin for P $ 0:0068. For the
E835-2000 data, the corresponding values are
25:69 pb#1 in the signal bin and 31:73 pb#1 in the
background bin for Pb $ 0:447, and 6 events in the
signal bin and 1 in the background bin, for P $
0:035. Combining both data sets we have
44:76 pb#1 in the signal bin, 71:78 pb#1 in the
background bin, Pb $ 0:384 and P $ 0:000 59.
These results are summarized in Table III.

(2) Binomial significance with a posteriori alternate
hypothesis with correction for multiple hypotheses:
We select a bin with the expected width containing
the event excess, test H0 against H1 as above, and
multiply the resulting P by the number of indepen-
dent H1 (Bonferroni correction). For a 0.5 MeV
signal bin we find 12 events in 3525:7<

!!!

s
p

<
3526:2 MeV with integrated luminosity
31:79 pb#1, and 4 events in the remaining back-
ground bin between the $c1 to $c2 containing
84:75 pb#1 for Pb $ 0:273. Taking the conservative
Bonferroni factor 10 we find P $ 0:0009. For a
1.0 MeV signal bin we have 13 events in 3525:7<
!!!

s
p

< 3:5267 MeV (49:85 pb#1) and 3 events be-
tween the $c1 and $c2 (66:69 pb#1) for Pb $
0:428 and, taking a Bonferroni factor 5, P $
0:010. We note that if we impose a more restrictive
cut, M2

23 > 1:2 GeV2, so as to exclude more events
under the "0 peak, then we are left with 8 events in
the region 3525:4<

!!!

s
p

< 3526:2 MeV, and 2
events outside the hc signal region, for the combined
data sets. This result, with reduced statistics, still
corresponds to a very low binomial probability for
the null hypothesis.

(3) Poisson significance: We estimate the expected
number of background events nb in a bin with the
expected width, derived from a linear fit to the
background cross section. Using our full data set,
3300<

!!!

s
p

< 4400 MeV, we estimate the back-
ground cross section at 3526.2 MeV to be 79%
16 fb yielding nb $ 2:51% 0:51 for 3525:7<

!!!

s
p

<

TABLE III. Binomial P s for the "c! channel in E835-1997, E835-2000, and for both runs combined, using the a priori (E760)
signal bin.

Run L(signal) (pb#1) L(back) (pb#1) Pb N(signal) N(back) P
E835-1997 19.07 40.03 0.323 7 2 0.0068
E835-2000 25.69 35.03 0.447 6 1 0.035
E835-combined 44.76 75.06 0.384 13 3 0.000 59

FIG. 9. The cross section for pp! "c! ! !!!. The inset
shows an expanded view of the hc search region. The E835-1997
data are open circles and the E835-2000 data closed triangles.
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the D meson decays (using PDG2004 [10] values for the
decay branching fractions). We find from the MC study
that the product of the efficiency and branching fractions
of the two D decay modes in the D+D− channel is about
50% of that in the D0D̄0 channel.

The results of the fit for the resonance mass, width
and total yield of the resonance are M = 3929 ±
5(stat) MeV/c2, Γ = 29 ± 10(stat) MeV and 64 ±
18(stat) events, respectively. The mass resolution, which
is estimated by MC to be 3 MeV/c2 is taken into account
in the fit. The statistical significance of the peak is 5.3σ,
which is derived from

√

2 ln(Lmax/L0), where Lmax and
L0 are the logarithmic-likelihoods for fits with and with-
out a resonance peak component, shown in Fig. 2(c) as
solid and dashed curves, respectively.

Systematic errors for the parameters M and Γ are
2 MeV/c2 and 2 MeV, respectively. The former is par-
tially due to the uncertainty on the mass of the D mesons
(1 MeV/c2 for the resonance mass). We consider the
choice of several different Breit-Wigner functional forms
for spin 0 and 2 resonances and wave-function variations,
as well.

The Pt(DD̄) distribution in the peak region,
3.91 GeV/c2 < M(DD̄) < 3.95 GeV/c2, is shown in
Fig. 3. Here the Pt requirement has been relaxed. The
experimental data are fitted by a shape that is expected
for exclusive two-photon DD̄ production plus a linear
background. We expect non-charm and non-exclusive
backgrounds to be nearly linear in Pt(DD̄). The fit
uses a binned-maximum likelihood method with the nor-
malizations of the two components treated as free pa-
rameters. The linear-background component, 1.8 ± 0.6
events for Pt(DD̄) < 0.05 GeV/c2, and the goodness
of fit, χ2/d.o.f = 14.2/18, indicate that the events in
the peak region originate primarily from exclusive two-
photon events.

The Pt(DD̄) distribution produced by DD̄∗ and D∗D̄∗

events is expected to be distorted by the transverse mo-
mentum of the undetected slow pion(s), which peaks
around 0.05 GeV/c (dashed histogram in Fig. 3). Such a
distortion is not seen in the observed Pt distribution.

We investigate possible backgrounds from non-DD̄
sources using D-sideband events. The histogram in
Fig. 2(c) shows the invariant mass distribution for events
where the D-meson is replaced by a hadron system from a
D-signal mass sideband regions above and below the sig-
nal region with the same width as the signal mass region.
Here we use two types of sideband events: one where one
D-meson candidate is in the signal mass region, and an-
other where both entries are from the sidebands. Since
there is no significant event excess in the former type over
the latter, we conclude that the sideband events are domi-
nated by non-charm backgrounds. We combine them and
appropriately scale in order to compare to the DD̄ signal
yield. We conclude that the candidate events are domi-
nated by DD̄ (inclusive or exclusive) events in the entire

FIG. 2: Invariant mass distributions for the (a) D0D̄0 chan-
nels and (b) the D+D− mode. (c) The combined M(DD̄)
distribution. The curves show the fits with (solid) and with-
out (dashed) a resonance component. The histogram shows
the distribution of the events from the D-mass sidebands (see
the text).

mass region.

Figures 4(a) and (b) show the M(DD̄) distributions
for events with | cos θ∗| < 0.5 and | cos θ∗| > 0.5, respec-
tively, where θ∗ is the angle of a D meson relative to
the beam axis in the γγ c.m. frame. It is apparent that
the events in the 3.93 GeV/c2 peak tend to concentrate
at small | cos θ∗| values. The points with error bars in
Fig. 4(c) show the event yields in the 3.91 GeV/c2 to
3.95 GeV/c2 region versus | cos θ∗|. Background, esti-
mated from events in the M(DD̄) sideband, is indicated
by the histogram. The solid curve in Fig. 4(c) shows
the expectation using sin4 θ∗ to represent the signal from
a spin-2 meson produced with helicity-2 along the inci-
dent axis [11, 12]. A term proportional to 1 + a cos2 θ∗

that interpolates the background (dotted curve) is also
included. A small nonuniformity of the signal acceptance
in the c.m. angle is taken into account. The comparison
to the data has χ2/d.o.f. = 1.9/9. Here the functions
are normalized to the numbers of signal and background
events obtained from the fit of the invariant mass dis-
tribution, 46 and 33 events, respectively. A compari-
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FIG. 1: The distribution of masses recoiling against the recon-
structed J/ψ in inclusive e+e− → J/ψX events. The curves
are described in the text.

The mass values for the ηc, χc0, ηc(2S) and X(3940) are
free parameters in the fit, the widths of ηc and χc0 are
fixed to PDG values [8] and the ηc(2S) width is fixed to
Γ = 17 MeV/c2 [9]. The width of the new state is a free
parameter in the fit. The signal function for the X(3940)
is a convolution of the (zero-width) MC line shape with
a Breit-Wigner function. The background is parameter-
ized by a second order polynomial and a threshold term
(
√

Mrecoil(J/ψ) − 2MD) to account for a possible contri-
bution from e+e− → J/ψD(∗)D(∗).

The fit results are given in Table I. The significance for
each signal is defined as

√

−2 ln(L0/Lmax), where L0 and
Lmax denote the likelihoods returned by the fits with the
signal yield fixed at zero and at the fitted value, respec-
tively. The significance of the X(3940) signal is 5.0 σ.
The fitted width of the X(3940) state is consistent with
zero within its large statistical error: Γ = 39±26 MeV/c2.
The fit results are shown in Fig. 1 as the solid curve; the
dashed curve is the background function.

TABLE I: Summary of the signal yields, charmonium masses
and significances for e+e− → J/ψ (cc̄)res.

(cc̄)res N M [GeV/c2] Nσ

ηc 501 ± 44 2.970 ± 0.005 15.3
χc0 230 ± 40 3.406 ± 0.007 6.3
ηc(2S) 311 ± 42 3.626 ± 0.005 8.1
X(3940) 266 ± 63 3.936 ± 0.014 5.0

The new state has a mass that is above both the DD
and D∗D thresholds. We therefore perform a search
for X(3940) decays into DD and D∗D final states. Be-
cause of the small product of D(∗) reconstruction efficien-
cies and branching fractions, it is not feasible to recon-
struct fully the chain e+e− → J/ψ X(3940), X(3940) →
D(∗)D. To increase the efficiency, only one D meson

in the event is reconstructed in addition to the recon-
structed J/ψ and the other D or D∗ is detected as a
peak in the spectrum of masses recoiling against the
J/ψD combination. The Monte Carlo simulation for
e+e− → J/ψDD and e+e− → J/ψD∗D processes in-
dicates a Mrecoil(J/ψD) resolution of about 30 MeV/c2

and a separation between these two processes of 2.5 σ.
Figure 2 shows the Mrecoil(J/ψD) spectrum in the D
mass window (points with error bars) and in the scaled
D mass sidebands (hatched histogram), where D includes
D0 and D+. Some events have multiple D candidates.
In these cases, only the candidate with invariant mass
closest to the nominal D-meson mass is used. Two peaks
around the nominal D and D∗ masses are clearly visible
in this distribution. The excess of real D events com-
pared to the D sidebands at masses above 2.1 GeV/c2 is
due to e+e− → J/ψD∗D∗ or e+e− → J/ψD(∗)D(∗)π pro-
cesses. A fit to this spectrum is performed using shapes
fixed from MC for three processes (J/ψDD, J/ψD∗D
and J/ψD∗D∗) and a second order polynomial. The fit
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FIG. 2: The distribution of masses recoiling against the recon-
structed J/ψ D combinations in the data. Points with error
bars correspond to the D mass signal window; hatched his-
tograms show the scaled D sideband contribution. The solid
line represents the fit described in the text. The dashed line
shows the background function.

gives NDD = 86± 17 (5.1 σ) and ND∗D = 55± 18 (3.3 σ)
events in the D and the D∗ peaks, respectively. Select-
ing events from the Mrecoil(J/ψD) regions around the D
and D∗ masses (±70 MeV/c2), we thus effectively tag the
processes e+e− → J/ψDD and e+e− → J/ψD∗D.

We constrain Mrecoil(J/ψD) to the D(∗) nominal mass,
thereby improving the M(D(∗)D) ≡ Mrecoil(J/ψ) resolu-
tion by a factor of 2.5 (σ ∼ 10 MeV/c2 after constraint),
according to the MC simulation. In the X(3940) → D∗D
case, the reconstructed D can be from either the X(3940)
decays or the D∗ decay: the constraint Mrecoil(J/ψD) →
M(D∗) also works in the latter case, as both X(3940) →
D∗D and D∗ decays have very little available phase
space.

The resulting Mrecoil(J/ψ) distributions are shown in

hep-ex/0507019 and PRL 96(2006)082003

Z(3930)

e+e−→J/ψ+X(3940)

γγ→Z(3930)→DD

Consistent with JPC=0++

Consistent with JPC=2++
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e+e−→π+π−J/ψ using 
“radiative return”



Lattice QCD

Ds Decay Constant

12

Preliminary
@ La Thuile 2006

fD⇒fB
+

W
+c

d

D
+

1630804-074

c

s
Ds

+
+

W
+c

d

D
+

1630804-074

Lattice QCD calculates:
fDs=249±3±16 MeV
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FIG. 2: ∆M distribution of charm-tagged events passing the
signal selection. The tag can be from the tag signal region
(solid lines) or the sidebands (dashed lines). In the bottom
plot the signal muon is replaced with an electron to estimate
the semileptonic charm and τ decay background.

into four sets, depending on whether the tag lies in the
signal region or the sideband regions, and on whether
the lepton is a muon or an electron (Fig. 2). For each
lepton type the sideband ∆M distribution is subtracted
from the signal distribution, and the electron distri-
bution is then subtracted from the muon distribution.
The resulting ∆M distribution is fit with a function
(NSigfSig + NBkgdfBkgd)(∆M), where fSig and fBkgd de-
scribe the simulated signal and background ∆M distri-
butions. The function fSig is a double Gaussian distribu-
tion. The function fBkgd consists of a double and a single
Gaussian distribution describing the two peaking back-
ground components, and an inverted ARGUS function[7],
describing the flat background component. All parame-
ters except NSig and NBkgd are fixed in the fit. The fit
yields NSig = 489 ± 55(stat) signal events (Fig. 3).

The branching fraction of D+
s → µ+νµ cannot be de-

termined directly, since the production rate of D(∗)+
s

mesons in cc fragmentation is unknown. Instead the par-
tial width ratio Γ(D+

s → µ+νµ)/Γ(D+
s → φπ+) is mea-

sured by reconstructing D∗+
s → γD+

s → γφπ+ decays.
The D+

s → µ+νµ branching fraction is evaluated using
the known branching fraction for D+

s → φπ+.
Candidate φ mesons are reconstructed from two kaons

of opposite charge. The φ candidates are combined with
charged pions to form D+

s meson candidates. Both times
a geometrically constrained fit is employed, and a mini-
mum requirement on the fit quality is made. The φ and
the D+

s candidate masses have to be within 2 σ of their
fitted mean values. Photon candidates are then com-
bined with the D+

s to form D∗+
s candidates. The same

requirements on the CM photon energy and D∗+
s mo-

mentum as in the D+
s → µ+νµ signal selection are made.

The D∗+
s → γD+

s → γφπ+ selection efficiency in tagged
events is εφπ = 9.50 %. Data events that pass the selec-
tion are grouped into two sets: the tag signal and side-
band regions. After the tag sideband has been subtracted
from the tag signal ∆M distribution, the remaining dis-
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FIG. 3: ∆M distribution after the tag sidebands and the
electron sample are subtracted. The solid line is the fitted
signal and background distribution (NSigfSig + NBkgdfBkgd),
the dashed line is the background distribution (NBkgdfBkgd)
alone.

tribution is fit with (Nφπfφπ + NφπBkgdfφπBkgd)(∆M),
where fφπ is a triple Gaussian and fφπBkgd is an in-
verted ARGUS function, which describes the simulated
D∗+

s → γD+
s → γφπ+ signal and background ∆M dis-

tributions. The fit yields Nφπ = 2065±95 events (Fig. 4).
Precise knowledge of the efficiency of reconstructing

the tag is not important, since it mostly cancels in the
calculation of the partial width ratio. However, the pres-
ence of two charged kaons in D+

s → φπ+ events leads
to an increased number of random tag candidates, com-
pared to D+

s → µ+νµ events, which decreases the chances
that the correct tag is picked. The size of the correc-
tion for this effect is determined to be 1.4% in simulated
events.

To measure the effect of a difference between the
D∗+

s momentum spectrum in simulated and data events,
D∗+

s → γD+
s → γφπ+ events are selected in data with

the D∗+
s momentum requirement removed. The sam-

ple is purified by requiring the CM momentum of the
charged pion to be at least 0.8GeV/c. The efficiency-
corrected D∗+

s momentum distribution in data is com-
pared to that of D∗+

s in simulated D∗+
s → γD+

s → γφπ+

events. A harder momentum spectrum is observed in
data. The detection efficiencies for signal and D∗+

s →
γD+

s → γφπ+ events are re-evaluated after weighting
simulated events to match the D∗+

s momentum distri-
bution measured in data. The necessary correction to
the efficiency ratio is small (1.5 %). With both cor-
rections applied, the partial width ratio is determined
as Γµν/Γφπ = (N/ε)Sig/(N/ε)φπ × B(φ → K+K−) =
0.136± 0.017(stat), with B(φ → K+K−) = 49.1 % [6].

The combined systematic uncertainty of both correc-
tions is 1.0%. The systematic error in the signal effi-
ciency, due to selection criteria insensitive to the D∗+

s

momentum, is evaluated using reconstructed D∗0 →
γD0 → γK−π+ events. The conditions present in the
signal are emulated by removing the charged pion, rep-
resenting the neutrino, in these events. The signal re-

fDs=279±17±6±19 MeVΔM =
MDs*−MDs

Uses “charm tagging” to find leptonic 
decays of Ds from Ds*→γDs

BaBar finds:

Third error from branching ratio 
for Ds→φπ, recent from BaBar 
and which CLEO-c will measure 
to higher precision.
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FIG. 2: MM2 using D− tags and one additional opposite sign charged track and no extra energetic
clusters (see text). The insert shows the signal region for D+ → µ+ν enlarged; the defined signal

region is shown between the two arrows.

then compute the MM2 ignoring the kaon. The MM2 distribution shows a narrow peak
near 0.25 GeV2 and three events in the signal region, corresponding to a background of
0.33±0.19±0.02 events, the systematic error being due to the branching ratio uncertainty.
(A simulation gives a consistent estimate of 0.44±0.22 events.)

We have also checked the possibility of other D+D− decay modes producing background
with an equivalent 1.7 fb−1 Monte Carlo sample. We evaluate D0D

0
and continuum back-

grounds by analyzing Monte Carlo samples corresponding to 0.54 fb−1. To normalize our
Monte Carlo events to our data sample, we use σ

D0D
0 = 3.5 nb and σcontinuum = 14.5 nb [9].

No additional background events are found in any of these samples.
Our total background is 2.81±0.30±0.27 events. The backgrounds from other D+, D0,

and continuum sources are limited to less than 0.4, 0.4, and 1.2 events at 90% confidence level
(C.L.), respectively. To account for possible backgrounds from these sources, we add them
as 32% C.L. (1σ) values in quadrature for a positive error and therefore add an additional
+0.8
−0 event systematic error.

We have 47.2±7.1+0.3
−0.8 µ+ν signal events after subtracting background. The detection

efficiency for the single muon of 69.4% includes the selection on MM2 within ±2σ limits,
the tracking, the particle identification, probability of the crystal energy being less than 300
MeV, and corrections for final state radiation [10]. It does not include the 96.1% efficiency
of not having another unmatched cluster in the event with energy greater than 250 MeV. We
also need to account for the fact that it is easier to find tags in µ+ν events than in generic
decays by a small amount, (1.5±0.4±0.5)%, as determined by Monte Carlo simulation.

Our result for the branching fraction, using the tag sum in Table I, is

B(D+ → µ+ν) = (4.40 ± 0.66+0.09
−0.12) × 10−4 . (3)

The systematic errors on the branching ratio are listed in Table II. (The systematic error
on the tag sum is estimated from varying the signal and background functions.)

6

Signal in Missing Mass

fD+ = 222.6±16.7+2.8
−3.4 MeV

PRL 95(2005)251801

μ+νμ

π+KL

Lattice QCD calculates:
fD=201±3±17 MeV
PRL 95(2005)122002

CLEO-c finds:

- Important test of actions that
    use “staggered fermions.”
- Same for determinations of fDs. 
- More results to come!
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FIG. 2: Comparison of the extracted form factor (data points) as function of q2 with a lattice
calculation [1] (light-shaded band), the simple pole model with the predicted pole mass (dashed),

and the ISGW2 model with predicted αI (dotted).

agreement with results from CLEO [4] and FOCUS [7]. While the value of mpole(K!ν) is
several standard deviations below m(D∗

s), the pole mass for the π!ν decay agrees within
errors with the predicted value, m(D∗). A fit to the modified pole model, where mpole

is fixed to the theoretical pole, yields αp(D0 → K−!+ν) = 0.52 ± 0.08stat ± 0.06syst and
αp(D0 → π−!+ν) = 0.10±0.21stat±0.10syst. Finally, a fit of the parameter αI in the ISGW2
model yields αI(D0 → K−e+ν) = 0.51±0.03stat ±0.03syst GeV−2c2 and αI(D0 → π−e+ν) =
0.60 ± 0.10stat ± 0.09syst GeV−2c2. Systematic uncertainties were studied using a toy MC
where the exact simple pole model distributions for signal were randomly smeared according
to the Gaussian errors found in the data. The fit reproduces the input pole masses without
any significant bias; a shift of 1.2% (0.3σstat) observed in the pion mode was included in the
systematic error. The subtracted background levels, which cause a correlation between q2

bins, were also varied in this toy MC.
Figure 2 shows the form factors fK,π

+ (q2) in comparison with a lattice calculation [1]
and the fitted models. All fits have good χ2/ndf values between 0.6 and 1.1. The fitted
values for fK,π

+ (0) vary little for the different fits, for the modified pole model the results are
fK

+ (0) = 0.695 ± 0.007stat ± 0.022syst and fπ
+(0) = 0.624 ± 0.020stat ± 0.030syst; for the ratio

(refitted without correlations due to normalization) we find

fπ
+(0)2|Vcd|2

fK
+ (0)2|Vcs|2

= 0.042 ± 0.003stat ± 0.003syst (4)

which is consistent within errors with the model-independent result using only the data in
the first π!ν q2 bin (q2 < 0.3 GeV2/c2). A recent theoretical prediction for the ratio [1] is
0.040 ± 0.002stat ± 0.005syst. Our result (4) is in good agreement with those from CLEO [4]
and FOCUS [13], which measure slightly lower values.
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Look for “Wrong Sign” lepton using D*±→D0π± to tag flavor

tion, maximizing

L !
YNbin

i!1

e"!#!Mi$ % #!#!Mi$$Ni

Ni!
; (4)

where Ni is the number of entries in the ith bin and !#!Mi$
is the expected number of events in this bin, given by

!#!Mi$ ! N &fsPs#!Mi$ ' #1" fs$Pb#!Mi$(: (5)

Ps (Pb) is the signal (background) !M distribution ob-
tained from MC (as described above); fs and N are the
signal fraction and the overall normalization, respectively,
and are free parameters in the fit. The hatched histogram in
Fig. 1 shows the fitted background contribution. The fitted
signal fraction is fs ! 73:4) 0:1% and the number of RS
signal events is Ntot

RS ! 229 452) 597.
We increase the sensitivity to D0 "D0 mixing by ex-

ploiting the measurement of the D0 proper decay time. The
decay time is evaluated using the measured momentum of
the meson and the distance from the e'e" interaction point
to the reconstructed D0 decay K-e vertex. Because of the
shape of the KEKB accelerator interaction region, which is
narrowest in the vertical (y) direction, the dimensionless
proper decay time ty is calculated as

ty !
mD0

c"D0

yvtx " yIP
py

; (6)

where py is the y component of the D0 candidate’s mo-
mentum and yvtx and yIP are the y coordinates of the
reconstructed K-e vertex and of the interaction point,
respectively. mD0 and "D0 are the nominal mass and life-
time of D0 mesons [13].

Mixed and nonmixed processes have different proper
decay time distributions: t2e"t="D0 and e"t="D0 , respec-
tively. In order to calculate the mixing parameter rD after
any selection based on D0 proper decay time, the ratio of
the two types of signal events, NWS=NRS, must be multi-
plied by the ratio of their efficiencies, #RS=#WS. The effi-
ciencies are obtained by integrating the convolution of the
above proper decay time distributions with the detector
resolution function, over the selected ty interval. As the
observed proper decay time distribution is a convolution of
the signal and background probability density functions
with the detector resolution function, the latter is found by
performing a binned $2 fit to the RS event ty distribution:R1
0 dt&fse"t="D0 ' #1" fs$#fee"t="bkg ' #1" fe$%#t$$( %

R#t="D0 " ty$. The signal fraction fs is obtained from the
fit to the !M distribution. The fraction fe of the nonprompt
background component and its lifetime "bkg are fixed to the
values obtained by fitting the MC background ty distribu-
tions; %#t$ describes the shape of the prompt background
component. The resolution function R#t="D0 " ty$ is de-
scribed phenomenologically by the sum of three Gaussians
and an additional term for badly reconstructed tracks
(‘‘outliers’’); we obtain the widths and coefficients from
the fit.

The ratios #RS=#WS are given in Table I. The errors are
obtained by varying each parameter in the proper decay
time fit by )1&, repeating the fit, and recalculating the
ratios; the resulting changes are summed in quadrature.
Using this method, the majority of systematic errors due to
the imperfect description of the decay time distribution
cancel out.

Comparison of the expected ty distribution for WS sig-
nal and background events indicates that the figure of

merit, defined as Nsig
WS=

!!!!!!!!!!
Nbkg

WS

q
, is optimal for ty * 1:0.

Events that satisfy this condition are retained for further
analysis.

III. FIT AND RESULTS

We extract the RS and WS signal yields separately in six
intervals of ty. The yields are obtained from binned maxi-
mum likelihood fits to !M, described by Eq. (4); the WS
signal distribution is taken to be the same as the RS. The
results are shown in Table I and Fig. 2. We obtain the time-
integrated mixing probability ratio in the ith ty interval,
riD ! Ni

WS=N
i
RS % #iRS=#

i
WS, by multiplying the ratio of

WS to RS signal events in each interval by the ty efficiency
ratio. The mixing probability is compatible with zero in all
proper decay time intervals (see Fig. 3).

The overall rD follows from a $2 fit with a constant to
the measured riD values:

rD ! #0:20) 0:47$ % 10"3: (7)

The quoted error is statistical only.
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FIG. 1. !M distribution for RS events. The data (background)
is represented by points (hatched histogram) and the result of the
binned maximum likelihood fit by the solid line.
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IV. SYSTEMATIC UNCERTAINTIES

The experimental procedure was checked using a dedi-
cated MC sample of mixed D0 decays. These were added
in different proportions to the generic MC, which includes
both nonmixed D0 decays and all known types of back-
ground decays. The application of the same method used

for the data on these samples verified that the reconstructed
rD value reproduces the input value without any significant
bias.

The main source of systematic error is the limited sta-
tistics of the fitting distributions, predominantly the back-
ground distribution in the WS sample. To estimate this
uncertainty, we vary the contents of all bins of the RS
and WS Ps!!M" and Pb!!M" distributions independently
in accordance with each bin’s statistical uncertainty, repeat
the fit to the RS and WS data, calculate the corresponding
riD in each proper decay time interval, and obtain a new rD
value. Repeating the procedure, the obtained distribution
of rD values has a Gaussian shape with a width of 0:12#
10$3, which is taken as the systematic error due to the
limited statistics of the fitting distributions.

To estimate the systematic uncertainty due to the !M
binning and the shape of the WS background, the !M
distributions in each proper decay time interval, originally
divided into 45 bins in the range 0:135 GeV=c2 < !M<
0:180 GeV=c2, are rebinned into 12, 15, 20, 30, and
60 bins in the same range. The fitting procedure is repeated
for each set of bins, and the systematic error due to binning
is taken as half the difference between the largest and the
smallest rD: %0:07# 10$3.
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FIG. 2. WS !M distributions in six proper decay time intervals
for data (points with error bars) and the results of the fit
described in the text (solid line). At the bottom of each figure,
the fitted (expected for riD & 90% C.L. upper limit) signal yield
is plotted as a solid (dashed) line.

TABLE I. The number of fitted signal events in the RS and WS samples, the efficiency ratio
!iRS=!

i
WS, and the resulting riD value for each proper decay time interval.

ty Ni
RS Ni

WS !iRS=!
i
WS riD'10$3(

1.00–1.33 18742% 166 $63:7% 30:2 1:62% 0:11 $5:49% 2:63
1.33–1.67 15032% 147 40:3% 29:9 1:14% 0:08 3:05% 2:27
1.67–2.17 16430% 155 $1:3% 30:6 0:79% 0:05 $0:06% 1:48
2.17–3.00 16691% 157 17:0% 33:1 0:51% 0:03 0:51% 1:00
3.00–5.00 15443% 160 14:7% 37:4 0:30% 0:01 0:28% 0:72
5.00–10.0 8263% 123 3:0% 35:2 0:28% 0:02 0:10% 1:19
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FIG. 3. Measured riD values (points with error bars) in six
different proper decay time intervals. The solid (dashed) line
shows the null value (the fit to the six riD using a constant). The
dotted lines denote the statistical error of the fit.
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IV. SYSTEMATIC UNCERTAINTIES

The experimental procedure was checked using a dedi-
cated MC sample of mixed D0 decays. These were added
in different proportions to the generic MC, which includes
both nonmixed D0 decays and all known types of back-
ground decays. The application of the same method used

for the data on these samples verified that the reconstructed
rD value reproduces the input value without any significant
bias.

The main source of systematic error is the limited sta-
tistics of the fitting distributions, predominantly the back-
ground distribution in the WS sample. To estimate this
uncertainty, we vary the contents of all bins of the RS
and WS Ps!!M" and Pb!!M" distributions independently
in accordance with each bin’s statistical uncertainty, repeat
the fit to the RS and WS data, calculate the corresponding
riD in each proper decay time interval, and obtain a new rD
value. Repeating the procedure, the obtained distribution
of rD values has a Gaussian shape with a width of 0:12#
10$3, which is taken as the systematic error due to the
limited statistics of the fitting distributions.

To estimate the systematic uncertainty due to the !M
binning and the shape of the WS background, the !M
distributions in each proper decay time interval, originally
divided into 45 bins in the range 0:135 GeV=c2 < !M<
0:180 GeV=c2, are rebinned into 12, 15, 20, 30, and
60 bins in the same range. The fitting procedure is repeated
for each set of bins, and the systematic error due to binning
is taken as half the difference between the largest and the
smallest rD: %0:07# 10$3.
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FIG. 2. WS !M distributions in six proper decay time intervals
for data (points with error bars) and the results of the fit
described in the text (solid line). At the bottom of each figure,
the fitted (expected for riD & 90% C.L. upper limit) signal yield
is plotted as a solid (dashed) line.

TABLE I. The number of fitted signal events in the RS and WS samples, the efficiency ratio
!iRS=!

i
WS, and the resulting riD value for each proper decay time interval.

ty Ni
RS Ni

WS !iRS=!
i
WS riD'10$3(

1.00–1.33 18742% 166 $63:7% 30:2 1:62% 0:11 $5:49% 2:63
1.33–1.67 15032% 147 40:3% 29:9 1:14% 0:08 3:05% 2:27
1.67–2.17 16430% 155 $1:3% 30:6 0:79% 0:05 $0:06% 1:48
2.17–3.00 16691% 157 17:0% 33:1 0:51% 0:03 0:51% 1:00
3.00–5.00 15443% 160 14:7% 37:4 0:30% 0:01 0:28% 0:72
5.00–10.0 8263% 123 3:0% 35:2 0:28% 0:02 0:10% 1:19
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FIG. 3. Measured riD values (points with error bars) in six
different proper decay time intervals. The solid (dashed) line
shows the null value (the fit to the six riD using a constant). The
dotted lines denote the statistical error of the fit.
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FIG. 2: The number of D0 → K+π− (DCS) decays as a
function of ∆m. The data points and statistical uncertainty
bars are taken from the Kπ slice fits. The shaded regions are
determined from a least-squares fit and show the contributions
from signal (dark gray) and random tagging pion background
(light gray) as explained in the text.

ear function for the background. The D0 signal shape is
determined from a fit to the CF Kπ distribution, which
has a negligible background compared to the signal. The
fit range (1.80 - 1.93) GeV/c2 excludes background from
D0 → K+K− and D0 → π+π− decays that are mis-
reconstructed as K+π−. The amplitude of the combined
signal and random pion term and the combinatoric back-
ground parameters are allowed to float independently for
each slice. The amplitude and shape of the mis-id D0

contribution is determined from the CF signal, by inter-
changing the pion and kaon assignments.

To determine the amount of DCS signal and random
pion background, the D0 signal yields for the slices are
plotted as a function of ∆m, as shown in Fig. 2. This
distribution is fit using a least-squares method with a sig-
nal shape predetermined from the CF ∆m distribution
and a background function of the form A(∆m)Be−C(∆m).
The amplitudes of the signal and background terms and
the background shape parameters B and C are deter-
mined from the fit. The fit results are 2005 ± 104 DCS
signal and 495172 ± 907 CF signal; their ratio gives
RB = (4.05 ± 0.21) × 10−3.

Most of the detector properties that affect the DCS
and CF signals are common and hence do not affect the
ratio. Thus, there are no systematic uncertainties due to
geometric acceptance, particle identification, and trigger
efficiency. While the number of background events is sim-
ilar for the DCS and CF candidates, the size of the DCS
signal is much smaller. Thus, systematic uncertainty in
the DCS background which affects the DCS signal esti-
mate also affects the ratio. There are three such signifi-
cant sources of systematic uncertainty, as summarized in

Table I.
To estimate the uncertainty due to the assumed com-

binatoric background shape in the DCS Kπ slice fits,
we compared RB results for two shapes. The nominal
shape is linear and gives a good fit. We also tried a
quadratic form and assigned the change in RB as a sys-
tematic uncertainty. To estimate the uncertainty due to
the assumed ∆m background shape, we compared RB

results for two shapes. The nominal shape is given by
the function described earlier and gives a good fit. We
also tried a function with an additional parameter and
assigned the change in RB as a systematic uncertainty.
In fitting the DCS Kπ slice fits, the amplitude of the
mis-id D0 background is fixed from the CF signal. A
simulation of the fitting procedure is used to propagate
the statistical uncertainty on the background amplitude
to a systematic uncertainty on RB.

We considered other sources of systematic uncertainty
that we found to be negligible. These include effects due
to small differences in detection efficiencies for K+ ver-
sus K− and π+ versus π−, which are reported in [15].
We tried alternative fits to the DCS Kπ distributions by
extending the upper limit of the mass range from 1.80
to 2.00 GeV/c2. This study required adding an explicit
term for background from D0 → π+π− decays.

In conclusion, we find RB = [4.05 ± 0.21(stat) ±
0.11(syst)] × 10−3. The difference between this value
and the world average value for tan4 θC is (1.17 ±
0.34) × 10−3, a 3.4 σ deviation from zero. If not a statis-
tical fluctuation, this difference could be due to violation
of flavor SU(3) symmetry causing RD #= tan4 θC , or could
be a result of mixing. While we cannot rule out the pos-
sibility of mixing from our result alone, our result is con-
sistent with the scenario of modest symmetry violation
and negligible mixing. As shown in Fig. 3, our measured
value of RB is in fact consistent with the world average
and the most accurate individual measurements of RD

obtained from BABAR [8] and Belle [9]. Using the tech-
nique we have established to extract the D0 → K+π−

signal, we can perform a time-dependent analysis using
a larger data sample than reported here, to separately
measure RD and the mixing parameters x′ and y′.

We thank the Fermilab staff and the technical staffs
of the participating institutions for their vital contribu-
tions. This work was supported by the U.S. Department
of Energy and National Science Foundation; the Italian
Istituto Nazionale di Fisica Nucleare; the Ministry of
Education, Culture, Sports, Science and Technology of

TABLE I: Dominant systematic uncertainties for RB. The
sources lead to uncertainties in the DCS signal estimate.

Source Uncertainty (× 10−3)
Kπ combinatoric background shape 0.09
∆m random pion background shape 0.06

Kπ mis-ID D0 background amplitude 0.01

CDF: Wrong sign Kπ

Tag flavor using 
D*→πD

RD=0.405±0.021±0.011%

PRL 96(2006)151801

This method has been exploited in previous studies [3–
7]. In our previous measurement based on a 90 fb!1 data
sample, the value of y0 was found to be slightly positive
although compatible with zero [6]. Here we exploit the
much larger data set now available to search for D0-D0

mixing with significantly higher sensitivity.
In this Letter we present improved results of an analysis

of 400 fb!1 of data, setting more stringent limits on mixing
and CPV parameters. The data were recorded by the Belle
detector at the KEKB asymmetric-energy e"e! collider
[8]. The Belle detector [9] includes a silicon vertex detector
(SVD), a central drift chamber (CDC), an array of aerogel
threshold Cherenkov counters (ACC), a barrel-like ar-
rangement of time-of-flight scintillation counters (TOF),
and an electromagnetic calorimeter. The first 157 fb!1 of
data were taken with a 2.0 cm radius beampipe and a 3-
layer SVD, while the subsequent 243 fb!1 were collected
with a 1.5 cm radius beampipe, a 4-layer SVD, and a small-
cell inner drift chamber [10].

We reconstruct D0 candidates from the decay chain
D#" ! !"

s D0, D0 ! K$!%. Here, !s denotes the low-
momentum (slow) pion, the charge of which tags the flavor
of the neutral D at production. We select D0 candidates by
requiring two oppositely charged tracks, each with at least
two SVD hits in both r-" and z coordinate, satisfying K
and ! identification selection criteria. These criteria are
L> 0:5 for K and L< 0:9 for !, where L is the relative
likelihood for a track to be a K based on the response of the
ACC and measurements from the CDC and TOF. These
criteria have efficiencies of 90% and 94%, and !=K mis-
identification rates of 10% and 17%, respectively. To reject
background candidates in which the K is misidentified as !
and the ! is misidentified as K, we recalculate mK! with
the K and ! assignments swapped and reject events with
jm&swapped'

K! !mD0 j< 28 MeV=c2 ( ( 4:5#). A D#" candi-
date is reconstructed by combining a D0 candidate with a
!s candidate; the resulting D#" momentum in the e"e!

center-of-mass frame (pD#) is required to be >2:7 GeV=c
in order to eliminate BB events and suppress the combina-
torial background.

The D0 vertex is obtained by fitting its daughter tracks.
The D# vertex is taken as the intersection of the D0

trajectory with the interaction region. We constrain !s to
originate from the obtained D# vertex. A good $2 for each
vertex fit is required. The D0 proper decay time t is then
calculated. We require the uncertainty of the decay time #t
to be less than 0.7 ps (typically, #t ( 0:13 ps).

The selection criteria for particle identification, the $2

of vertex fits, and pD# are obtained by maximizing
Nsig=

!!!!!!!!!!!!!!!!!!!!!!!!
Nsig " Nbkg

p
, where Nsig (Nbkg) is the expected

number of WS signal (background) events estimated
from data in the RS signal (WS sideband) region. We
assume RWS ) 0:37% [6] in the calculation. The opti-
mized values of the selection criteria are similar to those
used previously [6].

We select events satisfying 1:81 GeV=c2 <mK! <
1:91 GeV=c2 and 0<Q< 20 MeV, where Q * mK!!s

!
mK! !m! is the kinetic energy released in the decay.
About 5% of selected events have two or more D# candi-
dates associated with a single D0 candidate. If these D#

candidates have opposite sign, the event is rejected; this
reduces random !s background (see below) by 30% while
reducing the signal by only 1%. If the D# candidates have
the same sign, then we choose the candidate that has the
best $2 resulting from the vertex fit.

We determine RS and WS event yields from a two-
dimensional fit to the mK!-Q distribution. There are four
significant background sources in the WS sample:
(a) random !s background, in which a random !" is
combined with a D0 ! K"!! decay, (b) D#" ! D0!"

followed by D0 decaying to + 3-body final states, (c) D"
&s'

decays, and (d) combinatorial. They are denoted as rnd,
d3b, ds3, and cmb in turn. These background shapes are
obtained from Monte Carlo (MC) simulation and fixed in
the fit. When fitting the RS sample, the parameters for the
signal shape are floated; when fitting the WS sample, these
parameters are fixed to the values obtained from the RS fit.
We find 1 073 993$ 1108 RS and 4024$ 88 WS signal
events, and the ratio of WS to RS events is &0:375$
0:008'% (statistical error only). The ratio of WS signal to
background is 1.1, about 20% higher than that of our
previous study [6]. The background is composed mostly
of random !s (51%) and combinatorial (35%) events.
Figure 1 shows the mK! and Q distributions superimposed
with projections of the fit result. The WS projections for
mK! and Q are shown for a 3# signal interval in Q and
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FIG. 1. The distribution for (a) RS mK! with 0<Q<
20 MeV, (b) RS Q with 1:81 GeV=c2 <mK! < 1:91 GeV=c2,
(c) WS mK! with 5:3 MeV<Q< 6:5 MeV, and (d) WS Q with
1:845 GeV=c2 <mK! < 1:885 GeV=c2. Superimposed on the
data (points with error bars) are projections of the mK!-Q fit.
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This method has been exploited in previous studies [3–
7]. In our previous measurement based on a 90 fb!1 data
sample, the value of y0 was found to be slightly positive
although compatible with zero [6]. Here we exploit the
much larger data set now available to search for D0-D0

mixing with significantly higher sensitivity.
In this Letter we present improved results of an analysis

of 400 fb!1 of data, setting more stringent limits on mixing
and CPV parameters. The data were recorded by the Belle
detector at the KEKB asymmetric-energy e"e! collider
[8]. The Belle detector [9] includes a silicon vertex detector
(SVD), a central drift chamber (CDC), an array of aerogel
threshold Cherenkov counters (ACC), a barrel-like ar-
rangement of time-of-flight scintillation counters (TOF),
and an electromagnetic calorimeter. The first 157 fb!1 of
data were taken with a 2.0 cm radius beampipe and a 3-
layer SVD, while the subsequent 243 fb!1 were collected
with a 1.5 cm radius beampipe, a 4-layer SVD, and a small-
cell inner drift chamber [10].

We reconstruct D0 candidates from the decay chain
D#" ! !"

s D0, D0 ! K$!%. Here, !s denotes the low-
momentum (slow) pion, the charge of which tags the flavor
of the neutral D at production. We select D0 candidates by
requiring two oppositely charged tracks, each with at least
two SVD hits in both r-" and z coordinate, satisfying K
and ! identification selection criteria. These criteria are
L> 0:5 for K and L< 0:9 for !, where L is the relative
likelihood for a track to be a K based on the response of the
ACC and measurements from the CDC and TOF. These
criteria have efficiencies of 90% and 94%, and !=K mis-
identification rates of 10% and 17%, respectively. To reject
background candidates in which the K is misidentified as !
and the ! is misidentified as K, we recalculate mK! with
the K and ! assignments swapped and reject events with
jm&swapped'

K! !mD0 j< 28 MeV=c2 ( ( 4:5#). A D#" candi-
date is reconstructed by combining a D0 candidate with a
!s candidate; the resulting D#" momentum in the e"e!

center-of-mass frame (pD#) is required to be >2:7 GeV=c
in order to eliminate BB events and suppress the combina-
torial background.

The D0 vertex is obtained by fitting its daughter tracks.
The D# vertex is taken as the intersection of the D0

trajectory with the interaction region. We constrain !s to
originate from the obtained D# vertex. A good $2 for each
vertex fit is required. The D0 proper decay time t is then
calculated. We require the uncertainty of the decay time #t
to be less than 0.7 ps (typically, #t ( 0:13 ps).

The selection criteria for particle identification, the $2

of vertex fits, and pD# are obtained by maximizing
Nsig=

!!!!!!!!!!!!!!!!!!!!!!!!
Nsig " Nbkg

p
, where Nsig (Nbkg) is the expected

number of WS signal (background) events estimated
from data in the RS signal (WS sideband) region. We
assume RWS ) 0:37% [6] in the calculation. The opti-
mized values of the selection criteria are similar to those
used previously [6].

We select events satisfying 1:81 GeV=c2 <mK! <
1:91 GeV=c2 and 0<Q< 20 MeV, where Q * mK!!s

!
mK! !m! is the kinetic energy released in the decay.
About 5% of selected events have two or more D# candi-
dates associated with a single D0 candidate. If these D#

candidates have opposite sign, the event is rejected; this
reduces random !s background (see below) by 30% while
reducing the signal by only 1%. If the D# candidates have
the same sign, then we choose the candidate that has the
best $2 resulting from the vertex fit.

We determine RS and WS event yields from a two-
dimensional fit to the mK!-Q distribution. There are four
significant background sources in the WS sample:
(a) random !s background, in which a random !" is
combined with a D0 ! K"!! decay, (b) D#" ! D0!"

followed by D0 decaying to + 3-body final states, (c) D"
&s'

decays, and (d) combinatorial. They are denoted as rnd,
d3b, ds3, and cmb in turn. These background shapes are
obtained from Monte Carlo (MC) simulation and fixed in
the fit. When fitting the RS sample, the parameters for the
signal shape are floated; when fitting the WS sample, these
parameters are fixed to the values obtained from the RS fit.
We find 1 073 993$ 1108 RS and 4024$ 88 WS signal
events, and the ratio of WS to RS events is &0:375$
0:008'% (statistical error only). The ratio of WS signal to
background is 1.1, about 20% higher than that of our
previous study [6]. The background is composed mostly
of random !s (51%) and combinatorial (35%) events.
Figure 1 shows the mK! and Q distributions superimposed
with projections of the fit result. The WS projections for
mK! and Q are shown for a 3# signal interval in Q and
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FIG. 1. The distribution for (a) RS mK! with 0<Q<
20 MeV, (b) RS Q with 1:81 GeV=c2 <mK! < 1:91 GeV=c2,
(c) WS mK! with 5:3 MeV<Q< 6:5 MeV, and (d) WS Q with
1:845 GeV=c2 <mK! < 1:885 GeV=c2. Superimposed on the
data (points with error bars) are projections of the mK!-Q fit.
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the systematic errors. Figure 3 shows the 95% C.L. con-
tours with and without CPV allowed. For the case of no
CPV, the allowed area of (x02; y0) values is smaller than
that of our previous measurement by a factor of 2.2. The
CPV contour has a complicated shape due to there being
two solutions for (x0; y0) when solving Eqs. (2) and (3),
depending on the signs of x0!.

We evaluate systematic errors by varying parameters
used to select and fit the data within their uncertainties.
The sources of systematic error include event yields and
imperfect modeling of backgrounds and uncertainties in
the decay-time PDF’s. The former were estimated by
changing the selection criteria (kaon and pion identifica-
tion, !2 of vertex fits, and the D" momentum) and thus the

signal to background ratio over a significant range. The
significance of an individual systematic shift is found by
calculating m2 # $2%lnL& ~"new' $ lnL& ~"0'(=2:3, with
~"new # &x02new; y0new' denoting the result of the fit with the
modified parameter and ~"0 the result from the default fit.
The factor 2.3 corresponds to 68% confidence in two
dimensions. The largest shift occurs for the D" momentum
selection; it is found to be m2 # 0:083. The parameters of
functions fitted to the mK# and Q distributions were also
varied by their corresponding uncertainties and the decay-
time fit was repeated. The resulting systematic error is
found to be small. The influence of $t on the fractions fik
is checked by obtaining the combinatorial background $t
PDF from the fit to sideband events. Repeating the time fit
with the modified fik yields m2 # 0:030. The same value is
found when varying all of the fixed parameters entering the
decay-time PDF’s by their uncertainty. Adding in quad-
rature the significances of all shifts due to possible system-
atic uncertainties, we find the overall scaling factor!!!!!!!!!!!!!!!!!!!!!
1)P

m2
i

q
# 1:12. We increase the 95% C.L. statistical

contour by this factor to include systematic errors.
We show the contour with systematic errors included in

Fig. 3 as a dashed line in the CP-conserving case and as a
solid line in the general case. In the case of no CPV, the no-
mixing point x02 # y0 # 0 lies just outside the 95% C.L.
contour; this point corresponds to 3.9% C.L. with system-
atic uncertainty included. The two-dimensional 95% C.L.
intervals of parameters listed in Table I are obtained by
projecting these contours onto the corresponding coordi-
nate axes. In the case of CPV, because the 95% C.L.
contour includes the point x02 # y0 # 0, we cannot con-
strain % at this confidence level.

In summary, we have searched for D0-D0 mixing and
CP violation in ‘‘wrong-sign’’ D0 ! K)#$ decays using
a 400 fb$1 data sample. Assuming negligible CP violation
in the D0 system, we obtain x02 < 0:72* 10$3 and $9:9*
10$3 < y0 < 6:8* 10$3 at 95% C.L. These results super-
sede our previous measurement and represent the most
stringent limits on D0-D0 mixing parameters to date. The
data exhibit a small preference for positive x02 and y0; the
no-mixing point x02 # y0 # 0 corresponds to a C.L. of
3.9%.

We thank the KEKB group for excellent operation of the
accelerator, the KEK cryogenics group for efficient sole-
noid operations, and the KEK computer group and the NII
for valuable computing and Super-SINET network sup-
port. We acknowledge support from MEXT and JSPS
(Japan); ARC and DEST (Australia); NSFC and KIP of
CAS (Contracts No. 10575109 and No. IHEP-U-503,
China); DST (India); the BK21 program of MOEHRD,
and the CHEP SRC and BR (Grant No. R01-2005-000-
10089-0) programs of KOSEF (Korea); KBN (Contract
No. 2P03B 01324, Poland); MIST (Russia); MHEST
(Slovenia); SNSF (Switzerland); NSC and MOE
(Taiwan); and DOE (USA).
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FIG. 3. 95% C.L. regions for (x02; y0). The point is the best fit
result assuming CP conservation. The dotted (dashed) line is
the statistical (statistical and systematic) contour for no CPV.
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CPV-allowed case.
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FIG. 2. The decay-time distribution for WS events satisfying
jmK# $mD0 j< 22 MeV=c2 and jQ$ 5:9j< 1:5 MeV. Super-
imposed on the data (points with error bars) are projections of
the decay-time fit when no CPV is assumed. The mixing and
interference terms are shown at the 95% confidence level upper
limit (95% UL) for mixing.
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Belle: Time Dependence

RS WS

RD=0.377±0.008±0.005%
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Limits on Mixing Parameters
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– 9–

Both the sign and magnitude of x and y may be measured

using the time-dependent resonant substructure of multibody

D0 decays. CLEO has performed a time-dependent Dalitz-plot

analysis of D0 →K0
Sπ+π−, and reports (−4.5<x< 9.3)% and

(−6.4<y<3.6)% at the 95% confidence level, without phase or

sign ambiguity [ASNER 05], as shown in Figure 2.

Figure 2: Allowed regions in the xy plane. No
assumption is made regarding δ. The allowed
region for y is the average of the results from
E791a, FOCUSb, CLEOc, BABARd, and Bellee.
Also shown is the limit from D0→K(∗)#ν from
Bellef . The CLEO experiment has constrained
x and y with the time-dependent Dalitz-plot
analysis of D0 → K0

Sπ+π−g. All results are con-
sistent with the absence of mixing. See the end
of the D0 listings for these references: aAITALA
99E, bLINK 00, cCSORNA 02, dAUBERT 03P,
eABE 02I, fBITENC 05, gASNER 05.

May 23, 2006 16:58

D. Asner, Review in 2006 Particle Data Group compilation
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Experiment Mode ACP (%) Notes

BaBar D+→K+K−π+ 1.4±1.0±0.8 Exploits 
resonant 
substructure

BaBar D+→φπ+ 0.2±1.5±1.6

BaBar D+→K*0K+ 0.9±1.7±0.7

CLEO II.V D0→π+π−π0 1+9−7±8 Dalitz plot

CDF D0→K+K− 2.0±1.2±0.6
Direct CP

CDF D0→π+π− 1.0±1.3±0.6

FOCUS D0→K+K−π+π− 1.0±5.7±3.7 Triple 
correlations 
to get at
T-violation

FOCUS D+→K0K+π+π− 2.3±6.2±2.2

FOCUS Ds+→K0K+π+π− −3.6±6.7±2.3
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FIG. 2: (a) The Dalitz plot distribution for D0 → K+K−π0 candidates. (b)-(d) Projections onto
the m2

K+π0 , m2
K−π0 , and m2

K+K− axes of the results of fit A showing both fit results (line) and the
data points. The result of fit B is indistinguishable from fit A. See text for a detailed description
of the fits.

plus an interfering non-resonant (NR) component. For each entry the first error shown is
statistical and the second is systematic. Notice that systematic errors are only shown for the
K∗ submodes since those are the results that ultimately contribute to the relative phases
and amplitudes this analysis seeks to measure. The determination of these systematic errors
is discussed below.

Since it is difficult to distinguish a simple NR contribution from a broad S-wave com-
ponent, we investigated the effect of replacing the NR component of fit A with broad,
featureless S-wave κ± → K±π0 resonances parameterized using Breit-Wigner amplitudes
[27]. The result of this substitution is shown as fit B in Table II. Both fit A and fit B had

6

Interference!

K*+

K*!

"

D0→K*K:
A Tool for B±→D0K±

20

hep-ex/0606045

D0→K+K−π0 Dalitz analysis

Amplitude ratio:
|A(K*−K+)|/|A(K*+K−)|
=0.52±0.05±0.04

Destructive interference:
δD=332°±8°±11°

Submitted to Phys Rev D
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Quantum Correlations
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e+e− → D̄0D0 CP(D̄0D0) =−1For expect

This can be exploited in a number of ways, including 
extract CP content for multibody charm decays and 
searching for CP violation.

CLEO-c is studying the ways we can use this in our 
data, and looking forward to applying these ideas to 
new data samples.

Ref: D. Asner and W. Sun, Phys.Rev.D73(2006)034024

BES III will be in an excellent position to capitalize!
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Product CP−

K+K− π+π− KSπ0π0 KSπ0

K+K−
5.2±0.4

-2.2±1.9
4.5±0.3
0.1±0.9

5.7±0.4
1.6±1.3

16.0±0.6
39.6±6.3

π+π−
1.1±0.2
0.2±1.4

2.2±0.2
1.6±1.3

5.8±0.4
14.0±3.7

KSπ0π0 1.2±0.2
1.0±1.0

7.3±0.4
19.0±4.4

KSπ0 9.7±0.5
3.0±1.7

Preliminary
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CP+

CP−
No QC
Data

Statistical errors only!

Product CP+



The Future

23

• Expect more from Belle, BaBar, CDF, and D0
They produce lots of charm!

• CLEO-c will run through March 2008
Expect ≈3M D-pairs (charged and neutral)
Also “thousands” of tagged Ds  Sneak Peek!

• BES III coming on line in the next few years
Data samples to be ≈25× CLEO-c

• Don’t forget about LHCb, PANDA, ...

Obrigado!
Also, thanks to all the experiments, and especially to R. Briere!
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Ds Results

Preliminary

Mode CLEO-c (%) PDG 2004 fit (%)
B(KS K+) 1.28+0.13

−0.12 ± 0.07 1.8± 0.55
B(K−K+π+) 4.54+0.44

−0.42 ± 0.25 4.3± 1.2
B(K−K+π+π0) 4.83+0.49

−0.47 ± 0.46 —
B(π+π+π−) 1.02+0.11

−0.10 ± 0.05 1.00± 0.28
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