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• Neutrino Mixing Phenomenology

• A Brief History of θ13 Measurements

• The Daya Bay Reactor Neutrino Experiment

• Future Plans and Next Steps for the Field
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Neutrino Mixing Phenomenology
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Simple-Minded Neutrino Oscillations
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See the PDG “Neutrino Mixing” review for the real deal

Let the neutrinos travel a distance L, and assume that 
νa is produced in a state of definite momentum. Then...
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• t = L/c
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i
)1/2 = p+m2

i
/2p



20 April 2012Cornell LEPP Journal Club

For example νe→νe gives...
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Choose sensitivity to θ12  (or θ13) by adjusting L for 
a given Eν, depending on Δm221≡m22-m21 (or Δm231). 

(We will come back to this formula when we discuss 
disappearance of reactor electron antineutrinos.)

It looks easy, but neutrino oscillations was only in 
the textbooks, until...
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The Solar 
Neutrino Problem
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The Solar 
Neutrino Problem
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KamLAND 3

TABLE II: Estimated backgrounds after selection efficiencies.

Background Contribution

Accidentals 80.5± 0.1
9Li/8He 13.6± 1.0

Fast neutron & Atmospheric ν <9.0
13C(α,n)16O G.S. 157.2± 17.3
13C(α,n)16O 12C(n,nγ)12C (4.4 MeV γ) 6.1± 0.7
13C(α,n)16O 1st exc. state (6.05 MeV e+e−) 15.2± 3.5
13C(α,n)16O 2nd exc. state (6.13 MeV γ) 3.5± 0.2

Total 276.1± 23.5

ing accidental rate at low energies results in a lower efficiency.

Above the 208Tl Compton shoulder at 2.6 MeV, ε reaches 93%

reflecting the efficiency of spatial and temporal cuts (Rp, Rd,

∆R, ∆T ) alone. The systematic uncertainty in ε is evaluated

using 68Ge and 241Am9Be deployments to estimate the space

correlation uncertainties. The efficiency above 2.6 MeV dif-

fers less than 0.5% relative to the efficiency determined from

Monte Carlo; in the region below 1.4 MeV it differs by ∼7%.

The average efficiency change over the full spectrum is 0.6%.

The dominant background is caused by 13C(α,n)16O re-

actions. The prime α particle source is the decay of 210Po,

a daughter of the 222Rn decay chain introduced into the LS

during assembly. From observations of the quenched scintil-

lator signal from the 5.3 MeV α, we estimate that there are

(5.56± 0.22)× 109 210Po α-decays. While the 13C abun-

dance is only 1.1% of the carbon in the LS, the reaction rate is

significant, resulting in neutrons with energies up to 7.3 MeV.

These neutrons primarily undergo n-p scattering and most of

the observed scintillation energy spectrum is quenched be-

low 2.7 MeV. In addition, 12C(n,nγ)12C (4.4 MeV γ) and the

1st (6.05 MeV, e+e−) and 2nd (6.13 MeV γ) excited states of
16O produce signals in coincidence with the scattered neutron

but the exact cross sections are not well known. A 210Po13C

source was employed to study the 13C(α,n)16O reaction and

tune a simulation using the cross sections from Ref. [9, 10].

We find that the cross sections for the excited 16O states from

Ref. [9] agree with the 210Po13C data after scaling the 1st ex-

cited state by 0.6; the 2nd excited state requires no scaling. For

the ground-state we use the cross section from Ref. [10] after

subtracting the scaled excited states while accounting for the

energy-dependent neutron detection efficiency [11] and scal-

ing the resulting spectrum by 1.05. Including the 210Po decay-

rate, we assign an uncertainty of 11% for the ground-state and

20% for the excited states. Accounting for ε(Ep), there should

be 182.0± 21.7 13C(α,n)16O events in the data-set.

To mitigate background arising from the cosmogenic beta

delayed-neutron emitters 9Li and 8He, we apply a 2 s veto

within a 3-m-radius cylinder around the reconstructed tracks

of well-identified muons passing through the LS. For muons

that either deposit a large amount of energy or cannot be

tracked, we apply a 2 s veto of the full detector. We estimate

that 13.6± 1.0 events from 9Li/8He decays remain by fit-
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FIG. 1: Prompt event energy spectrum of νe candidate events.

All histograms corresponding to reactor spectra and expected back-

grounds incorporate the energy-dependent selection efficiency (top

panel). The shaded background and geo-neutrino histograms are cu-

mulative. The data show the statistical uncertainties, the band on the

blue histogram indicates the event rate systematic uncertainty.

ting the time distribution of identified 9Li/8He since the prior

muons. Spallation-produced neutrons are suppressed with a

2 ms full-volume veto after a detected muon in the analysis.

Some neutrons are produced by muons that are undetected

by the OD or miss the OD but interact in the nearby rock.

These neutrons can be scattered and then capture in the LS,

mimicking the νe signal. We also expect some high-energy

background events from atmospheric neutrinos. The energy

spectrum of these backgrounds is assumed to be flat to at

least 30 MeV based on a simulation following [12]. The at-

mospheric ν spectrum and interactions were modeled using

NUANCE [13]. We expect fewer than 9 neutron and atmo-

spheric ν events in the data-set. We observe 15 events in the

energy range 8.5 MeV to 30 MeV, consistent with the limit re-

ported previously [14].

The accidental coincidence background above 0.9 MeV is

measured with a 10-ms-to-20-s delayed-coincidence window

to be 80.5± 0.1 events. Other backgrounds from (γ,n) inter-

actions and spontaneous fission are negligible.

Anti-neutrinos produced in the decay chains of 232Th and
238U in the Earth’s interior are limited to prompt ener-

gies below 2.6 MeV. The expected geo-neutrino flux at the

KamLAND location is estimated from a reference model [8],

which assumes a radiogenic heat production rate of 16 TW

from the U and Th-decay chains. The calculated νe fluxes for

U and Th-decay, including a suppression factor of 0.57 due to

neutrino oscillation, are 2.24×106 cm−2s−1 (56.6 events) and

1.90×106 cm−2s−1 (13.1 events), respectively.

In the absence of νe disappearance, we expect to observe

2179± 89 (syst) events from reactors. The backgrounds in the

reactor energy region listed in Table II sum to 276.1± 23.5;

we also expect geo-neutrinos. We observe 1609 events.

Figure 1 shows the prompt energy spectrum of selected

electron anti-neutrino events and the fitted backgrounds. The
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FIG. 2: Allowed region for neutrino oscillation parameters from

KamLAND and solar neutrino experiments. The side-panels show

the ∆χ2-profiles for KamLAND (dashed) and solar experiments

(dotted) individually, as well as the combination of the two (solid).

unbinned data is assessed with a maximum likelihood fit to

two-flavor neutrino oscillation (with θ13 = 0), simultaneously

fitting the geo-neutrino contribution. The method incorporates

the absolute time of the event to account for time variations

in the reactor flux and includes Earth-matter oscillation ef-

fects. The best-fit is shown in Fig. 1. The joint confidence

intervals give ∆m2
21 = 7.58+0.14

−0.13(stat)+0.15
−0.15(syst) × 10−5 eV2

and tan2 θ12 = 0.56+0.10
−0.07(stat)+0.10

−0.06(syst) for tan2 θ12<1. A

scaled reactor spectrum without distortions from neutrino os-

cillation is excluded at more than 5σ. An independent anal-

ysis using cuts similar to Ref. [2] finds ∆m2
21 = 7.66+0.22

−0.20 ×

10−5 eV2 and tan2 θ12 = 0.52+0.16
−0.10.

The allowed contours in the neutrino oscillation parame-

ter space, including ∆χ2-profiles, are shown in Fig. 2. Only

the so-called LMA-I region remains, while other regions

previously allowed by KamLAND at ∼2.2σ are disfavored

at more than 4σ. When considering three-neutrino oscilla-

tion, the KamLAND data give the same result for ∆m2
21,

and a slightly increased uncertainty on θ12. The parame-

ter space can be further constrained by incorporating the re-

sults of SNO [15] and solar flux experiments [16] in a two-

neutrino analysis with KamLAND assuming CPT invariance.

The oscillation parameters from this combined analysis are

∆m2
21 = 7.59+0.21

−0.21 × 10−5 eV2 and tan2 θ12 = 0.47+0.06
−0.05.

In order to assess the number of geo-neutrinos, we fit the

normalization of the νe energy spectrum from the U and Th-

decay chains simultaneously with the neutrino oscillation pa-

rameter estimation using the KamLAND and solar data; see

Fig. 3. The time of the event gives additional discrimination

power since the reactor contribution varies. The fit yields 25

and 36 detected geo-neutrino events from the U and Th-decay

chains, respectively, but there is a strong anti-correlation. Fix-
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FIG. 3: The low-energy region of the νe spectrum relevant for geo-

neutrinos. The main panel shows the data with the fitted back-

ground and geo-neutrino contributions; the upper panel compares

the background and reactor-νe-subtracted data to the number of geo-

neutrinos for the decay chains of U (dashed) and Th (dotted) calcu-

lated from a geological reference model [8].
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FIG. 4: Ratio of the background and geo-neutrino subtracted νe

spectrum to the expectation for no-oscillation as a function of

L0/E. L0 is the effective baseline taken as a flux-weighted aver-

age (L0 = 180 km); the energy bins are equal probability bins of the

best-fit including all backgrounds (see Fig. 1). The histogram and

curve show the expectation accounting for the distances to the indi-

vidual reactors, time-dependent flux variations and efficiencies. The

error bars are statistical and do not include correlated systematic un-

certainties in the energy scale.

ing the Th/U mass ratio to 3.9 from planetary data [17], we

obtain a combined U+Th best-fit value of 73± 27 events cor-

responding to a flux of (4.4± 1.6)×106 cm−2s−1, in agree-

ment with the geological reference model.

The KamLAND data, together with the solar ν data, set an

upper limit of 6.2 TW (90% C.L.) for a νe reactor source at the

Earth’s center, assuming that the reactor produces a spectrum

identical to that of a slow neutron artificial reactor.

The ratio of the background-subtractedνe candidate events,

including the subtraction of geo-neutrinos, to the expectation

assuming no neutrino oscillation is plotted in Fig. 4 as a func-

tion of L0/E. The spectrum indicates almost two cycles of the
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The Atmospheric 
Neutrino Anomaly
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Neutrino Anomaly
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The Mixing Matrix ∼One Year Ago
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PDG 2010:  “The pattern of 
neutrino mixing is drastically 
different from the pattern of 
quark mixing.”

|να� = cos θab|νa�+ sin θab|νb�
|νβ� = − sin θab|νa�+ cos θab|νb�
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≡ m2

i
−m2

j

∆m2
21 = 7.65× 10−5 eV2

0.25 ≤ sin2 θ12 ≤ 0.37
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A Recent History of θ13 

9

• Chooz reactor experiment (2003) has best 
upper limit from a direct measurement.

• Hints of nonzero θ13 from direct comparison 
of solar neutrinos and KamLAND (2008).

• Accelerator appearance experiment T2K 
(2011) observes six events!

• “Double Chooz” (2011) publishes spectrum 
from single detector, consistent with T2K.
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L. Foresti2, J. George8, G. Giannini3, M. Grassi2, Y. Kozlov4, W. Kropp7, D. Kryn6, M. Laiman5, C. E. Lane1,
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R. Pazzi2, G. Pieri2, L. Price7, S. Riley7, R. Reeder8, A. Sabelnikov4, G. Santin3, M. Skorokhvatov4, H. Sobel7,
J. Steele1, R. Steinberg1, S. Sukhotin4, S. Tomshaw1, D. Veron7, V. Vyrodov7

1 Drexel University, Philadelphia, PA 19104, USA
2 INFN, Sezione di Pisa and University of Pisa, 56010 S. Piero a Grado Pisa, Italy
3 INFN, Sezione di Trieste and University of Trieste, 34021 Trieste, Italy
4 Russian Research Center, Kurchatov Institute, Moscow 123183, Russia
5 LAPP-IN2P3-CNRS Annecy, 74941 Annecy-le-Vieux, France
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Abstract. This final article about the CHOOZ experiment presents a complete description of the νe source
and detector, the calibration methods and stability checks, the event reconstruction procedures and the
Monte Carlo simulation. The data analysis, systematic effects and the methods used to reach our conclu-
sions are fully discussed. Some new remarks are presented on the deduction of the confidence limits and
on the correct treatment of systematic errors.

1 Introduction

Neutrino oscillation experiments are sensitive probes of
the possible existence of a finite neutrino mass and pro-
vide a way to study physics beyond the Standard Model
of electroweak interactions [1]. In fact, lepton flavour vi-
olation and the existence of nonzero neutrino masses can
give rise to neutrino oscillations, as first pointed out by
Pontecorvo [2,3] and Maki et al.[4]. Several experiments,
studying solar [5–8] or atmospheric neutrinos [9–14], have
measured fluxes consistently lower than expectations. This
can be interpreted as due to various forms of neutrino
oscillations. In particular the so-called “atmospheric neu-
trino anomaly” is the observation of a νµ/νe ratio which
is roughly one half of what expected and its possible ex-
planation might be due to either oscillation of νµ ↔ ντ or
to νµ ↔ νe. In a model with two neutrino eigenstates of
mass m1 and m2 which mix to form two flavour states, a
pure beam of electron–flavoured neutrinos has a survival
probability which oscillates due to the m1−m2 mass differ-
ence. For a single neutrino energy Eν(MeV) and a distance
from the source L (meters), the survival probability can
be written in terms of the mixing parameter sin22θ and

a Present address: IPNL-IN2P3-CNRS Lyon

the difference of the squared masses δm2 =
∣∣m2

2 − m2
1
∣∣ as

follows:

P (νe → νe) = 1 − sin22θ sin2
(

1.27 δm2(eV2) L(m)
Eν(MeV)

)
.

(1)
Atmospheric neutrino results give a δm2 from 10−2 to
10−3 eV2. Long base-line (L-B) reactor neutrino experi-
ments [15] have been one of the most powerful ways to
investigate νe → νµ neutrino oscillations (or, more gener-
ally, νe → νx oscillations). The CHOOZ [16,17] and PALO
VERDE [18] experiments utilized the high intensity and
purity of the reactor core flux to achieve high sensitivity.

The CHOOZ experiment had an average value of
L/E ∼ 300 (L ∼ 1 km, E ∼ 3 MeV), an intense and nearly
pure neutrino flavour composition (∼ 100% νe) and an in-
tensity known to better than 2%. It could therefore make
a definitive contribution to solving the problem of the at-
mospheric neutrino anomaly. CHOOZ removed the possi-
bility of explaining the atmospheric neutrino anomaly by
νe ↔ νµ oscillations and Super–Kamiokande showed that
νµ ↔ ντ caused the effect [19].

The experiment was designed to detect reactor νe’s via
the inverse β-decay reaction

νe + p → e+ + n (2)
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An inclusive !" CC measurement in the off-axis near
detector is used to constrain the expected event rate at the
far detector. From a data sample collected in run 1 and
corresponding to 2:88! 1019 p.o.t. after detector quality
cuts, neutrino interactions are selected in the FGDs with
tracks entering the downstream TPC. The most energetic
negative track in the TPC is chosen and we require its
ionization loss to be compatible with a muon. To reduce
background from interactions outside the FGDs, there must
be no track in the upstream TPC. The analysis selects 1529
data events (38% !" CC efficiency for 90% purity, esti-
mated from MC calculations). The momentum distribution
of the selected muons (Fig. 3) shows good agreement
between data and MC calculations. The measured data/
MC ratio is

R";Data
ND =R";MC

ND ¼ 1:036# 0:028ðstatÞþ0:044
'0:037ðdet : systÞ

# 0:038ðphys: systÞ; (1)

where R";Data
ND and R";MC

ND are the p.o.t. normalized rates of
!" CC interactions in data and MC. The detector system-
atic errors mainly come from tracking and particle identi-
fication efficiencies, and physics uncertainties are related
to the interaction modeling. Uncertainties that effectively
cancel between near and far detectors were omitted.

At the far detector, we extract a fully contained
fiducial volume (FCFV) sample by requiring no event
activity in either the OD or in the 100 "s before the event
trigger time, at least 30 MeV electron-equivalent energy
deposited in the ID (defined as visible energy Evis), and the
reconstructed vertex in the fiducial region. The data have
88 such FCFVevents that are within the timing range from
'2 to 10 "s around the beam trigger time. The accidental
contamination from beam unrelated events is determined
from the sidebands to be 0.003 events. A Kolmogorov-
Smirnov (KS) test of the observed number of FCFVevents

as a function of accumulated p.o.t. is compatible with the
normalized event rate being constant (p' value ¼ 0:32).
The analysis relies on the well-established reconstruction
techniques developed for other data samples [4]. Forty-one
events are reconstructed with a single ring, and eight of
those are e-like. Six of these events have Evis > 100 MeV
and no delayed-electron signal. To suppress misidentified
#0 mesons, the reconstruction of two rings is forced by
comparison of the observed and expected light patterns
calculated under the assumption of two showers [35], and a
cut on the two-ring invariant mass Minv < 105 MeV=c2 is
imposed. No events are rejected (Fig. 4). Finally, the
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FIG. 3 (color online). Measured muon momentum of !" CC
candidates reconstructed in the FGD target. The data are shown
using points with error bars (statistical only) and the MC
predictions are in histograms shaded according to their type.
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concentration from the EDF database, yielding the relative
contributions to fissions of the main isotopes.

The associated antineutrino flux was computed by using
the improved spectra from Ref. [23], converted from the
Institut Laue-Langevin reference electron spectra [24–26],
and the updated ab initio calculation of the 238U spectrum
[27]. The Institut Laue-Langevin spectra were measured
after irradiating U or Pu for!1 day. Contributions from !
decays with lifetimes longer than 1 day were accounted for
as prescribed in Ref. [27].

The Double Chooz detector system (Fig. 1) consists
of a main detector, an outer veto, and calibration devices.
The main detector comprises four concentric cylindrical
tanks filled with liquid scintillators or mineral oil.
The innermost 8 mm thick transparent (UV to visible)
acrylic vessel houses the 10 m3 "-target liquid, a mixture
of n-dodecane, ortho-phenylxylylethane, 2,5-
diphenyloxazole, bis-(2-methylstyryl)benzene, and 1 g
gadolinium/l as a beta-diketonate complex. The scintillator
choice emphasizes radiopurity and long term stability [28].
The "-target volume is surrounded by the # catcher, a
55 cm thick Gd-free liquid scintillator layer in a second
12 mm thick acrylic vessel, used to detect # rays escaping
from the " target. The light yield of the # catcher was
chosen to provide identical photoelectron (pe) yield across
these two layers [29]. Next is the buffer, a 105 cm thick
mineral oil layer. It shields from radioactivity of photo-
multipliers (PMTs) and of the rock and is an improvement
over CHOOZ [4]. 390 10-inch PMTs [30–32] are installed
on the stainless steel buffer tank inner wall to collect light
from the inner volumes. These three volumes and the
PMTs constitute the inner detector (ID).

Outside the ID, and optically separated from it, is a
50 cm thick ‘‘inner veto’’ liquid scintillator (IV). It is

equipped with 78 8-inch PMTs and functions as a cosmic
muon veto and as a shield to spallation neutrons produced
outside the detector. The detector is surrounded by 15 cm
of demagnetized steel to suppress external # rays. The
main detector is covered by an outer veto system.
The readout is triggered by custom energy sum elec-

tronics [33–35]. The ID PMTs are separated into two
groups of 195 PMTs uniformly distributed throughout the
volume, and the PMT signals in each group are summed.
The signals of the IV PMTs are also summed. If any sum is
above a set energy threshold, the detector is read out with
500 MHz flash-ADC electronics [36,37] with customized
firmware and a deadtime-free acquisition system. Upon
each trigger, a 256 ns interval of the waveforms of both
ID and IV signals is recorded. The low trigger rate
(120 Hz) allowed the ID readout threshold to be set at
350 keV, well below the 1.02 MeV minimum energy of an
IBD positron, greatly reducing the threshold systematics.
The experiment is calibrated by several methods. A

multiwavelength LED-fiber light injection system pro-
duces fast light pulses illuminating the PMTs from fixed
positions. Radio-isotopes 137Cs, 68Ge, 60Co, and 252Cf
were deployed in the target along the vertical symmetry
axis and, in the # catcher, through a rigid loop traversing
the interior and passing along boundaries with the target
and the buffer. The detector was monitored by using spal-
lation neutron captures on H and Gd, residual natural
radioactivity, and daily light injection system runs. The
stability of the peak energy of neutron captures on Gd in
IBD candidates is shown in Fig. 2. The energy response
was found to be stable within 1% over time.
The signature of IBD events is a delayed coincidence

between a prompt positron energy deposition Eprompt and a
delayed energy deposition Edelay due to the neutron capture
on H or Gd within !teþn. The fiducial volume is con-
strained to the target vessel without position cuts by re-
quiring a ""e event to have a capture on Gd, identified by its
emission of!8 MeV in # rays. The analysis compares the
number and energy distribution of detected events to a
prediction based on the reactor data.

FIG. 1 (color online). A cross-sectional view of the Double
Chooz detector system.
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FIG. 2. The peak of the energy of neutron captures on Gd in
IBD events (right scale) and its deviation from its average value
(left scale) as a function of the elapsed (calendar) day.
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and the updated ab initio calculation of the 238U spectrum
[27]. The Institut Laue-Langevin spectra were measured
after irradiating U or Pu for!1 day. Contributions from !
decays with lifetimes longer than 1 day were accounted for
as prescribed in Ref. [27].

The Double Chooz detector system (Fig. 1) consists
of a main detector, an outer veto, and calibration devices.
The main detector comprises four concentric cylindrical
tanks filled with liquid scintillators or mineral oil.
The innermost 8 mm thick transparent (UV to visible)
acrylic vessel houses the 10 m3 "-target liquid, a mixture
of n-dodecane, ortho-phenylxylylethane, 2,5-
diphenyloxazole, bis-(2-methylstyryl)benzene, and 1 g
gadolinium/l as a beta-diketonate complex. The scintillator
choice emphasizes radiopurity and long term stability [28].
The "-target volume is surrounded by the # catcher, a
55 cm thick Gd-free liquid scintillator layer in a second
12 mm thick acrylic vessel, used to detect # rays escaping
from the " target. The light yield of the # catcher was
chosen to provide identical photoelectron (pe) yield across
these two layers [29]. Next is the buffer, a 105 cm thick
mineral oil layer. It shields from radioactivity of photo-
multipliers (PMTs) and of the rock and is an improvement
over CHOOZ [4]. 390 10-inch PMTs [30–32] are installed
on the stainless steel buffer tank inner wall to collect light
from the inner volumes. These three volumes and the
PMTs constitute the inner detector (ID).

Outside the ID, and optically separated from it, is a
50 cm thick ‘‘inner veto’’ liquid scintillator (IV). It is

equipped with 78 8-inch PMTs and functions as a cosmic
muon veto and as a shield to spallation neutrons produced
outside the detector. The detector is surrounded by 15 cm
of demagnetized steel to suppress external # rays. The
main detector is covered by an outer veto system.
The readout is triggered by custom energy sum elec-

tronics [33–35]. The ID PMTs are separated into two
groups of 195 PMTs uniformly distributed throughout the
volume, and the PMT signals in each group are summed.
The signals of the IV PMTs are also summed. If any sum is
above a set energy threshold, the detector is read out with
500 MHz flash-ADC electronics [36,37] with customized
firmware and a deadtime-free acquisition system. Upon
each trigger, a 256 ns interval of the waveforms of both
ID and IV signals is recorded. The low trigger rate
(120 Hz) allowed the ID readout threshold to be set at
350 keV, well below the 1.02 MeV minimum energy of an
IBD positron, greatly reducing the threshold systematics.
The experiment is calibrated by several methods. A

multiwavelength LED-fiber light injection system pro-
duces fast light pulses illuminating the PMTs from fixed
positions. Radio-isotopes 137Cs, 68Ge, 60Co, and 252Cf
were deployed in the target along the vertical symmetry
axis and, in the # catcher, through a rigid loop traversing
the interior and passing along boundaries with the target
and the buffer. The detector was monitored by using spal-
lation neutron captures on H and Gd, residual natural
radioactivity, and daily light injection system runs. The
stability of the peak energy of neutron captures on Gd in
IBD candidates is shown in Fig. 2. The energy response
was found to be stable within 1% over time.
The signature of IBD events is a delayed coincidence

between a prompt positron energy deposition Eprompt and a
delayed energy deposition Edelay due to the neutron capture
on H or Gd within !teþn. The fiducial volume is con-
strained to the target vessel without position cuts by re-
quiring a ""e event to have a capture on Gd, identified by its
emission of!8 MeV in # rays. The analysis compares the
number and energy distribution of detected events to a
prediction based on the reactor data.
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of which are shown in Table III. From the best fit we obtain
a contribution from 9Li reduced by !19% and with an
uncertainty decreased from 52% to 26%. The fast neutron
value is decreased by 5% with almost unchanged
uncertainty.

Figure 4 shows the measured positron spectrum super-
imposed on the expected spectra for the no-oscillation
hypothesis and for the best fit (including fitted
backgrounds).

Combining our result with the T2K [11] and MINOS
[12] measurements leads to 0:003< sin22!13 < 0:219 at
the 3" level.

In summary, Double Chooz has searched for !#e disap-
pearance by using a 10 m3 detector located 1050 m from
two reactors. A total of 4121 events were observed where
4344" 165 were expected for no oscillation, with a signal
to background ratio of # 11:1. In the context of neutrino
oscillations, this deficit leads to sin22!13 ¼ 0:086"
0:041ðstatÞ " 0:030ðsystÞ, based on an analysis using rate

and energy spectrum information. The no-oscillation hy-
pothesis is ruled out at the 94.6% C.L. Double Chooz
continues to run, to reduce statistical and background
systematic uncertainties. A near detector will soon lead
to reduced reactor and detector systematic uncertainties
and to an estimated 1" precision on sin22!13 of !0:02.
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TABLE III. Summary of the effect of a pulls term approach on
the fast neutron and 9Li backgrounds and on the energy scale.
Uncertainty values are in parentheses.

Fast n. bkg (%) 9Li (%) EScale (value)

Rate only 100 (46) 100 (52) 0.997 (0.007)
Rateþ shape 95.2 (38) 81.5 (25.5) 0.998 (0.005)
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FIG. 4 (color online). Top: Expected prompt energy spectra,
including backgrounds, for the no-oscillation case and for the
best fit sin22!13, superimposed on the measured spectrum. Inset:
Stacked histogram of backgrounds. Bottom: Difference between
data and the no-oscillation spectrum (data points) and difference
between the best fit and no-oscillation expectations (curve).
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FIG. 1: Allowed region in sin2 2θ13− δCP plane for T2K, MINOS and Double Chooz (DC) combined at 68%, 95 % and 99% CL
for 2 dof, assuming normal (left panel) or inverted (right panel) mass hierarchy. We also show the ∆χ2 behavior as a function
of sin2 2θ13 (top) and as a function of δCP (right) in each case. As a reference we also show the 90%CL exclusion limit from
CHOOZ [10].

B. Possible implications to CP violation

As we can see from Fig. 1, the change in ∆χ2 is quite
mild, ∼ 0.6−0.7, as δCP is varied. Clearly, it is premature
to discuss about which value of δCP is preferred by the
combined analysis. However, it is interesting to observe
that the result of our analysis indicates a mild preference
of the region sin δCP < 0 for both mass hierarchies. No-
tice that determining the sign(sin δCP) is essentially the
goal of the reactor-accelerator combined method for δCP

[25].
It is intriguing to note that the three flavor analysis

of the Super-Kamiokande atmospheric neutrino data has
a preference to the same region of sin δCP < 0 for both
mass hierarchies [26, 27], a tantalizing resemblance.

IV. EXPECTATION; ONE YEAR FROM NOW

We can now make some predictions for the near fu-
ture, about one year from now. In doing this we will
consider the following. We calculate DC events starting
from April 2011 and RENO events starting from August
2011 assuming on average 77.5% data taking efficiency
for physics and 76% reactor power efficiency in order
to take into account reactor off periods during the year.
We simulate future DC assuming their current system-
atic uncertainties, background contamination (rescaled)
and energy resolution [15] and RENO in accordance with
Refs. [17, 18].

We assume T2K will resume its operation in January
2012 with their proposed integrated luminosity of 1021

POT/year. We rescale the current background for the

future exposure reducing the systematic uncertainty from
23% to 10% in the absolute normalization. We include
the spectrum in the future prediction of T2K. For MINOS
we assume no new data. We used the same priors as
before in the atmospheric parameters. While this may
be too conservative, the impact of these uncertainties is
mainly on the upper bound on sin2 2θ13.

In the left panel of Fig. 2 we show, for the case where
the true value of sin2 2θ13 coincides with the current best
fit value, 0.08, for the normal hierarchy, the expected 1 σ
uncertainty on the determination of sin2 2θ13 for Double
Chooz, RENO, T2K as well as the combined case as a
function of time. We observe that RENO with two detec-
tors is the most powerful combination and clearly dom-
inates the final combined result. DC has a more or less
constant contribution throughout the year. T2K needs a
few months to best DC in bounding sin2 2θ13 from below.

In the right panel of Fig. 2, we show the 1-3 σ un-
certainty bands on the determination of sin2 2θ13 for
the case of all experiments combined as a function of
time. As input, we use our current best fit points for
normal and inverted hierarchies. We use colors for the
bands for the former and lines for the latter. From this
analysis we conclude that within one year, the 1 σ un-
certainty of sin2 2θ13 would be reduced from 0.015 to
0.011 if the true value coincides with the current best fit
value, independent of the mass hierarchy. At the same
time, sin2 2θ13 = 0 would be rejected at a high signifi-
cance level. We have verified that in 6 (12) months the
sin2 2θ13 = 0 hypothesis can be rejected at ∼7.7 (9) σ
CL, if the future data is consistent with the current best
fit point.

In Fig. 3 we show the expected allowed region in the

(Normal Hierarchy)

sin22θ13
Best Value

95% CL

0.081

0.023-0.16

ArXiv:1111.3330, Machado, Minakata, 
Nunokawa, Zunkanovich, Funcal
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The Daya Bay Experiment
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• Global collaboration: Asia, US, Europe

• 17GW power reactor at Daya Bay, China

• Functionally identical detectors far and near

• Detectors in tunnels under mountains

• Design sensitivity better than one percent

Detector comparison:  arXiv:1202.6181 (for NIM)
Determination of θ13:   arXiv:1203.1669 (accepted by PRL)
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One of Three Competing Experiments
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Double Chooz 
(France)

RENO (Korea)

Daya Bay 
(China)

The Innovation:  A “Near” Detector to Monitor the Flux



20 April 2012Cornell LEPP Journal Club 17



2×2.9 GW

2×2.9 GW

2×2.9 GW

Hall 3:
860 mwe

Hall 2:
265 mwe

Hall 1:
250 mwe

Assembly

Liquid 
scintillator

Water 
System

Mountains rising with 
distance from the bay.

“Ling Ao”

“Daya Bay”



2×2.9 GW

2×2.9 GW

2×2.9 GW

Hall 3:
860 mwe

Hall 2:
265 mwe

Hall 1:
250 mwe

Assembly

Liquid 
scintillator

Water 
System

Next phase
(Summer 2012)

Mountains rising with 
distance from the bay.

“Ling Ao”

“Daya Bay”



20 April 2012Cornell LEPP Journal Club

Detecting Reactor Antineutrinos
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Gadolinium Loaded
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Antineutrino Detector Assembly
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and off to get filled ...
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Liquid Scintillator
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Linear Alkyl Benzene (LAB) w/Gd (0.1%)+PPO (3g/L)+bis-MSB (15mg/L)
in one pulse is 2!M=ðsÞ2 $ 300. In general, attenuation curves
were exponential in sample depth as expected from Beer’s law,
with w2=ndf near unity when weights were based on the random
errors. Agreement between multiplicates was also at the expected
level, see Section 3. A significant exception, the attenuation of
405-nm light by LS or Gd-LS, is discussed below.

Accuracy of our results is determined by possible systematic
effects, of which system drift is one. The 470-nm data in this
experiment serve as an internal monitor of stability. Large shifts
in ratios were observed immediately after turning on the PMT
voltage and starting LED pulsing. Greater than 12 h stabilization
time preceded all final measurements. As a test of small residual
drifts, we ran the standard DAQ program, opened and closed
doors, spoke, manually checked liquid levels, etc., the only
difference being that, while the peristaltic pump was run on its
normal program, it did not pump liquid. The level was fixed at
20 cm. Decrease of the signal/reference ratio over the $ 210 min
of the simulation, shown in Fig. 5, is a marginal ð0:1570:08Þ%.
The corresponding attenuation length ð1:470:7Þ ! 103 m is a
factor of $ 30 greater than the longest observed in this experi-
ment. Possible longer term drifts are discussed in Section 3.

Broad spectra of our light sources can lead to large systematic
errors in spectral regions where atot is large and changing rapidly
as a function of wavelength. It is apparent from Fig. 1(b) that this
might well be the case for LS and Gd-LS at 405 nm and our results
confirm that inference. We see large deviations from Beer’s Law
for both. This is illustrated for Gd-LS in Fig. 6 which compares
attenuation curves for Gd-LS at 430 and 405 nm, the upper and
lower plots, respectively. The 430-nm data are well fitted with an
exponential, w2=ndf ¼ 0:48. Those for 405 nm are not, and even a
fit to the sum of two exponentials which is shown has w2=ndf49.
Appendix describes simulations which examine this in additional
detail. A conclusion is that the tail of the absorption curve is due
to poor spectral resolution, hence the derived long attenuation
length is an artifact. Simulations suggest that the short compo-
nent should be closer to the true value. If an attenuation curve is
needed for detector simulation at 405 nm, we suggest that it can
be based on the uv–vis data which has 1-nm resolution.
A strength of our 2-m photometer is that the path can be varied.
We had only measurements at the extremes of the lower part
of Fig. 6, we would have concluded that the attenuation length
was 2.4 m with an error of a few percent. The true value is a factor
of $ 7 lower.

A variety of other systematic errors was considered. In an uv–
vis spectrophotometer, absorption coefficients are normally
determined from comparisons of single length, say 10 cm, of
liquid in one cell, with either an empty cell or air as a reference.
Scattering at various interfaces is a potential systematic error.

In our 2-m system, absorption coefficients and lengths are
determined from the slope of the attenuation curves. As noted
above, the number and nature of interfaces does not change. Only
the distance of the air–liquid interface from the PMT changes.
Were interface scattering important it would appear as path-
length dependence of k in Eq. (2). The exponential form of our
data at 470 nm, where atot is the smallest, suggests that this
scattering is not significant.

The effects of aging on scintillators are notorious and well
documented [8]. The liquids we studied have been shown to be
stable for much longer than the duration of our experiment [4]. To
reduce chemical contamination, we used a variety of inert
materials. The main sample column of the photometer was teflon
lined. Samples were contained in tightly sealed quartz containers
when not in use, and were pumped directly into and out of the
column via inert fluoropolymer tubing. To avoid light absorption
and possible subsequent phosphorescence, samples were stored
in a darkened room prior to use.

3. Results

Our final set of attenuation lengths is based on a 10-day series
of measurements at a time when the 2-m system was stable and
its performance well understood. We started with 5 l of purified
LAB. Duplicate attenuation curves were obtained for each of the
470–405, 470–430, and 470–450 wavelength pairs. The material
was returned to the laboratory, PPO and bisMSB were added to
produce LS, and the attenuation measurements repeated. Finally,
the sample was doped with the Gd complex to 0.12% to produce
Gd-LS, and its attenuation measured. This avoids possible
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Fig. 5. Variation of signal ratio with time for a fixed depth, 20 cm, of LAB in the
2-m photometer as a test of system stability. Each point is the average of 2000
ADC traces. The curve, a least-squares exponential fit, suggests an (0.1670.08)%
decrease over the typical time of an attenuation curve measurement.
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Fig. 6. Comparison of attenuation curves for Gd-LS at wavelengths of 430 and
405 nm, upper and lower plots, respectively. The data at 430 nm are well fitted by
a single exponential consistent with Beer’s Law. Data at 405 nm cannot be fitted
with a single exponential. Even the two-exponential fit which is shown has
w2=ndf ¼ 9:1, indicative of large deviations from that Law.

J. Goett et al. / Nuclear Instruments and Methods in Physics Research A 637 (2011) 47–5250

systematic errors in using different batches of LAB to prepare the
scintillators.

As noted above, measurements at 470 nm serve as an internal
monitor of system performance. The 18 attenuation lengths for
470 nm are shown as points with error bars in chronological order
in Fig. 7(a). Means for each liquid are shown as horizontal lines.
There is no evidence for temporal drift during the measurements.
Twelve of the 18 points agree with the appropriate mean at
the one sigma level. Fig. 7(a) shows a clear reduction of the
attenuation length at 470 nm as we processed the material,
Gd-LSoLSoLAB. Percent deviations of individual points from
the appropriate mean are shown as a function of time in Fig. 7(b).
The largest is 5%. Dashed lines in the figure show a band
consistent with the root-mean-square deviation, 3.1%. This value
defines the ‘‘internal error’’ of a point based on spread of the final
data. Seven of the points fall outside the band. The ‘‘external
error’’ based on the input errors of the points rather than their
deviations is 2.8%. That the two are in approximate agreement
indicates that most of the scatter of the points can be traced
back to a known source, the uncertainty in the charge ratio
determinations.

Mean attenuation lengths at 470 nm and the other wave-
lengths are listed in Table 2. Where Beer’s law was valid, the
errors are based on the discussion above, i.e., 3:1=

ffiffiffi
6

p
¼ 1:3% for

the average of six measurements and 3:1=
ffiffiffi
2

p
¼ 2:2% for two.

While we include values from the two component fits for LS and
Gd-LS at 405 nm, no error is given in view of the potentially large
systematic errors.

Attenuation lengths obtained in this work for LAB and LS are
plotted as a function of wave length in Fig. 8. Horizontal error bars
are the nominal 10-nm FWHM of our light sources. Errors in
attenuation lengths are smaller than the size of the points. Curves
from the uv–vis spectrometer, Fig. 1(b), converted to attenuation
lengths, are included for comparison. An error estimate for that

data is shown at 417.5 nm. This is based on an uncertainty of
absorbance measurements, DA¼ 0:001, which is undoubtedly
low. The present results represent a large improvement in
precision over those from the commercial instrument.

Attenuation lengths for LAB are consistent with a slow expo-
nential rise between 405 and 470 nm. Those for LS and Gd-LS
parallel this trend between 430 and 470 nm. This must turn over
with the onset of the various molecular transitions in LAB,
see Fig. 1(b). Even for a¼0, l will not go to infinity. An ultimate
limit is set by scattering, see Eq. (2). The difference between LS and
Gd-LS seen in our data was not observed in the uv–vis spectra.

The shaded box in Fig. 8 shows the range consistent with the
simulation for a 10-nm FWHM Gaussian centered at 405 nm, as
described in Appendix. Were the light profile valid, both ‘‘experi-
mental’’ points for LS at 405 nmwould fall in that range. The short
attenuation length does fall close to that expected. The longer
clearly does not. Its value is that expected for 419 nm light.

4. Summary/conclusions

We have measured optical attenuation lengths in weakly
absorbing liquid scintillator materials based on LAB with a
custom-built two-meter photometer. Our measurements show
that with careful preparation and measurement LAB based liquid
scintillators could achieve attenuation lengths in excess of 20 m
in the 430 nm region; Gadolinium loading in such scintillator will
increase the attenuation by a measurable amount. Our first series
of measurements with this photometer has focused on linear
alkyl benzene (LAB) and the LAB based liquid scintillators, LS and

Fig. 7. (a) Attenuation lengths for 470-nm light in LAB, LS, and Gd-LS as measured
with the 2-m photometer. Data are shown in chronological order during a 10-day
acquisition period. Means for each liquid are shown by horizontal lines.
(b) Percent deviations from the appropriate mean. Dashed lines indicate the rms
value, 3.1%.

Table 2
Attenuation lengths in meters as a function of wavelength and sample. Errors
(1 sigma) are shown in parentheses where Beer’s law was valid. Where it was not,
the short and long components shown are subject to large systematic errors,
see text.

Sample Wavelength (nm)

405 430 450 470

LAB 21.1(0.5) 28.6(0.6) 40.7(0.9) 47.9(0.6)
LS 0.24 24.6(0.5) 32.2(0.7) 41.8(0.5)
LS 7.9 – – –
Gd-LS 0.25 19.9(0.4) 25.7(1.4) 34.5(0.4)
Gd-LS 9.0 – – –

Fig. 8. Comparison of results from this experiment for LAB and LS with those
obtained with a commercial uv–vis spectrometer. The two values shown for LS at
405 nm are from two-exponential fits, see Fig. 6(b). The shaded box shows the
region consistent with the simulation described in Appendix.

J. Goett et al. / Nuclear Instruments and Methods in Physics Research A 637 (2011) 47–52 51

470 nm

NIM A 637 (2011) 47 
NIM A 584 (2008) 238
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Detector Filling and Target Mass Measurement
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Detectors are filled from 
same reservoirs “in-pairs” 
within < 2 weeks.!

Target mass determination error ± 
3kg out of 20,000 !
!
<0.03% during data taking period!

Gd-LS! MO!LS!



20 April 2012Cornell LEPP Journal Club

Date (UTC)
Sep 22 Oct 22 Nov 21 Dec 21

p.
e.

/M
eV

161

162

163

164

165

166 AD1

AD2

p.
e.
/M
eV

156

158

160

162

164

166

168

170

AD1
AD2

Date
2011/09/23 2011/10/21 2011/11/18 2011/12/16

A
sy
m
m
et
ry

-0.015
-0.01
-0.005

0
0.005

Scintillator stability 
is critical...

25

In the production facility:
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capture
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Water for Shielding and Muon Veto
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Passive Shield for Radioactivity
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Boundary of 4m Acrylic Vessel

In air

In water
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Instrumented Veto System
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Install PMTs Tyvek covering Install AD’s

Fill the pool Light-tight cover Add RPC layer
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Cosmic Ray Muon Rates (NPMT>20)
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Hall #1

Hall #2



20 April 2012Cornell LEPP Journal Club

Neutrino Event Detection
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both in EH1...
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“Prompt” Energy Distribution
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Prompt vs Delayed Energy
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Prompt vs Delayed Energy
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Neutron Capture Time
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Inverse Beta Decay Spectra
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“Identical” 
Antineutrino 
Detectors!

Note: The expected 
ratio is 0.981 from 
small differences in 
distances from the 
reactor cores.
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Rates as a Function of  Time
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Rates, Backgrounds, and Oscillations
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Summary of Rates
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4

AD1 AD2 AD3 AD4 AD5 AD6
IBD candidates 28935 28975 22466 3528 3436 3452

DAQ live time (days) 49.5530 49.4971 48.9473
Muon veto time (days) 8.7418 8.9109 7.0389 0.8785 0.8800 0.8952

εµ · εm 0.8019 0.7989 0.8363 0.9547 0.9543 0.9538
Accidentals (per day) 9.82±0.06 9.88±0.06 7.67±0.05 3.29 ±0.03 3.33 ± 0.03 3.12 ±0.03
Fast-neutron (per day) 0.84±0.28 0.84±0.28 0.74±0.44 0.04±0.04 0.04±0.04 0.04±0.04

9Li/8He (per AD per day) 3.1±1.6 1.8±1.1 0.16±0.11
Am-C correlated (per AD per day) 0.2±0.2
13C(α, n)16O background (per day) 0.04±0.02 0.04±0.02 0.035±0.02 0.03±0.02 0.03±0.02 0.03±0.02

IBD rate (per day) 714.17±4.58 717.86± 4.60 532.29±3.82 71.78 ± 1.29 69.80±1.28 70.39±1.28

TABLE II. Signal and background summary. The background and IBD rates were corrected for the εµ · εm efficiency.

tal correlation of two unrelated signals, β-n decay of 9Li/8He
produced by muons in the ADs, fast-neutron backgrounds
produced by muons outside the ADs, 13C(α,n)16O interac-
tions, and correlated events due to the retracted Am-C neutron
source in the ACUs. The estimated background rates per AD
are summarized in Table II.
The accidental background was determined by measuring

the rate of both prompt- and delayed-like signals, and then
estimating the probability that two signals randomly satisfied
the∆t required for IBD selection. Additional estimates using
prompt and delayed candidates separated by more than 1 ms
or 2 meters provided consistent results. The uncertainty in
the measured accidental rate was dominated by the statistical
uncertainty in the rate of delayed candidates.
The rate of correlated background from the β-n cascade of

9Li/8He decays was evaluated from the distribution of the time
since the last muon using the known decay times for these iso-
topes [12]. The 9Li/8He background rate as a function of the
muon energy deposited in the AD was estimated by preparing
samples with and without detected neutrons 10 µs to 200 µs
after the muon. A 50% systematic uncertainty was assigned to
account for the extrapolation to zero deposited muon energy.
An energetic neutron entering an AD can form a fast-

neutron background by recoiling off a proton before being
captured on Gd. By relaxing the Ep < 12 MeV criterion in
the IBD selection, a flat distribution in Ep was observed up to
100 MeV. Extrapolation into the IBD energy region gave an
estimate for the residual fast-neutron background. A similar
flatEp distributionwas found in the muon-tagged fast-neutron
sample produced by inverting the muon veto cut. Consistent
results were obtained by scaling the muon-tagged fast-neutron
rate with muon inefficiency, and by MC.
The 13C(α,n)16O background was determined using MC

after estimating the amount of 238U, 232Th, 227Ac, and 210Po
in the Gd-LS from their cascade decays, or by fitting their α-
particle energy peaks in the data.
A neutron emitted from the 0.5-Hz Am-C neutron source in

an ACU could generate a gamma-ray via inelastic scattering in
the SSV before subsequently being captured on Fe/Cr/Mn/Ni.
An IBD was mimicked if both gamma-rays from the scat-

tering and capture processes entered the scintillating region.
This correlated background was estimated using MC. The
normalization was constrained by the measured rate of single
delayed-like candidates from this source.
Table III is a summary of the absolute efficiencies and the

systematic uncertainties. The uncertainties of the absolute
efficiencies are correlated among the ADs. No relative effi-
ciency, except εµ · εm, was corrected. All differences between
the functionally identical ADs were taken as uncorrelated un-
certainties.
The spill-in enhancement resulted when neutrons from IBD

outside the target drift into the target, and was evaluated using
MC. The opposite spill-out effect was included in the abso-
lute Gd capture ratio, which was determined using the spalla-
tion and Am-C neutrons from data and MC. Efficiencies as-
sociated with the delayed-energy, the prompt-energy, and the
capture-time cuts were evaluated with MC. Discussion of the
uncertainties in the number of target protons, live time, and
the efficiency of the flasher cut can be found in Ref. [8].
Uncorrelated relative uncertainties have been addressed

in detail by performing a side-by-side comparison of two
ADs [8]. The IBD nGd energy peaks for all six ADs were
reconstructed to 8.05 ± 0.04 MeV. The relative energy scale
between ADs was established by comparing the nGd peaks
of the IBD- and spallation-neutrons, and alpha-particles in
the Gd-LS. Both energy-reconstruction approaches yielded
a 0.5% uncorrelated energy-scale uncertainty for all six ADs.
The relative uncertainty in efficiency due to the Ed cut was
determined to be 0.12% using data. By measuring the differ-
ence in the neutron capture time of each AD, from which the
Gd-concentration can be calculated, the relative uncertainty in
the fraction of neutrons captured on Gd (the Gd capture ratio)
was found to be <0.1%. All other relative uncertainties were
O(0.01%) and the combined uncertainty was 0.2%. Indepen-
dent analyses obtained similar results on the background and
relative uncertainties.
This analysis was independent of reactor flux models. The

νe yield per fission [13] was not fixed when determining
sin2 2θ13. Whether we used the conventional ILL fluxes [14–
17] (2.7% uncertainty) or the recently calculated fluxes [18,

Signal to
Background ≈51 ≈58 ≈20

Dominated by accidentals.
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AD1 AD2 AD3 AD4 AD5 AD6
IBD candidates 28935 28975 22466 3528 3436 3452

DAQ live time (days) 49.5530 49.4971 48.9473
Muon veto time (days) 8.7418 8.9109 7.0389 0.8785 0.8800 0.8952

εµ · εm 0.8019 0.7989 0.8363 0.9547 0.9543 0.9538
Accidentals (per day) 9.82±0.06 9.88±0.06 7.67±0.05 3.29 ±0.03 3.33 ± 0.03 3.12 ±0.03
Fast-neutron (per day) 0.84±0.28 0.84±0.28 0.74±0.44 0.04±0.04 0.04±0.04 0.04±0.04

9Li/8He (per AD per day) 3.1±1.6 1.8±1.1 0.16±0.11
Am-C correlated (per AD per day) 0.2±0.2
13C(α, n)16O background (per day) 0.04±0.02 0.04±0.02 0.035±0.02 0.03±0.02 0.03±0.02 0.03±0.02

IBD rate (per day) 714.17±4.58 717.86± 4.60 532.29±3.82 71.78 ± 1.29 69.80±1.28 70.39±1.28

TABLE II. Signal and background summary. The background and IBD rates were corrected for the εµ · εm efficiency.

tal correlation of two unrelated signals, β-n decay of 9Li/8He
produced by muons in the ADs, fast-neutron backgrounds
produced by muons outside the ADs, 13C(α,n)16O interac-
tions, and correlated events due to the retracted Am-C neutron
source in the ACUs. The estimated background rates per AD
are summarized in Table II.
The accidental background was determined by measuring

the rate of both prompt- and delayed-like signals, and then
estimating the probability that two signals randomly satisfied
the∆t required for IBD selection. Additional estimates using
prompt and delayed candidates separated by more than 1 ms
or 2 meters provided consistent results. The uncertainty in
the measured accidental rate was dominated by the statistical
uncertainty in the rate of delayed candidates.
The rate of correlated background from the β-n cascade of

9Li/8He decays was evaluated from the distribution of the time
since the last muon using the known decay times for these iso-
topes [12]. The 9Li/8He background rate as a function of the
muon energy deposited in the AD was estimated by preparing
samples with and without detected neutrons 10 µs to 200 µs
after the muon. A 50% systematic uncertainty was assigned to
account for the extrapolation to zero deposited muon energy.
An energetic neutron entering an AD can form a fast-

neutron background by recoiling off a proton before being
captured on Gd. By relaxing the Ep < 12 MeV criterion in
the IBD selection, a flat distribution in Ep was observed up to
100 MeV. Extrapolation into the IBD energy region gave an
estimate for the residual fast-neutron background. A similar
flatEp distributionwas found in the muon-tagged fast-neutron
sample produced by inverting the muon veto cut. Consistent
results were obtained by scaling the muon-tagged fast-neutron
rate with muon inefficiency, and by MC.
The 13C(α,n)16O background was determined using MC

after estimating the amount of 238U, 232Th, 227Ac, and 210Po
in the Gd-LS from their cascade decays, or by fitting their α-
particle energy peaks in the data.
A neutron emitted from the 0.5-Hz Am-C neutron source in

an ACU could generate a gamma-ray via inelastic scattering in
the SSV before subsequently being captured on Fe/Cr/Mn/Ni.
An IBD was mimicked if both gamma-rays from the scat-

tering and capture processes entered the scintillating region.
This correlated background was estimated using MC. The
normalization was constrained by the measured rate of single
delayed-like candidates from this source.
Table III is a summary of the absolute efficiencies and the

systematic uncertainties. The uncertainties of the absolute
efficiencies are correlated among the ADs. No relative effi-
ciency, except εµ · εm, was corrected. All differences between
the functionally identical ADs were taken as uncorrelated un-
certainties.
The spill-in enhancement resulted when neutrons from IBD

outside the target drift into the target, and was evaluated using
MC. The opposite spill-out effect was included in the abso-
lute Gd capture ratio, which was determined using the spalla-
tion and Am-C neutrons from data and MC. Efficiencies as-
sociated with the delayed-energy, the prompt-energy, and the
capture-time cuts were evaluated with MC. Discussion of the
uncertainties in the number of target protons, live time, and
the efficiency of the flasher cut can be found in Ref. [8].
Uncorrelated relative uncertainties have been addressed

in detail by performing a side-by-side comparison of two
ADs [8]. The IBD nGd energy peaks for all six ADs were
reconstructed to 8.05 ± 0.04 MeV. The relative energy scale
between ADs was established by comparing the nGd peaks
of the IBD- and spallation-neutrons, and alpha-particles in
the Gd-LS. Both energy-reconstruction approaches yielded
a 0.5% uncorrelated energy-scale uncertainty for all six ADs.
The relative uncertainty in efficiency due to the Ed cut was
determined to be 0.12% using data. By measuring the differ-
ence in the neutron capture time of each AD, from which the
Gd-concentration can be calculated, the relative uncertainty in
the fraction of neutrons captured on Gd (the Gd capture ratio)
was found to be <0.1%. All other relative uncertainties were
O(0.01%) and the combined uncertainty was 0.2%. Indepen-
dent analyses obtained similar results on the background and
relative uncertainties.
This analysis was independent of reactor flux models. The

νe yield per fission [13] was not fixed when determining
sin2 2θ13. Whether we used the conventional ILL fluxes [14–
17] (2.7% uncertainty) or the recently calculated fluxes [18,

Signal to
Background ≈51 ≈58 ≈20

Dominated by accidentals.
The importance of overburden...
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“Beta-delayed neutron” emitters mimic our signal!
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178/119 ms half-life decays 
following energetic muon 
events must be extrapolated 
and subtracted. 
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EH1!

57910 signal!
candidates!

EH2!

22466 signal!
candidates!

10416 signal!
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Detector
Efficiency Correlated Uncorrelated

Target Protons 0.47% 0.03%
Flasher cut 99.98% 0.01% 0.01%
Delayed energy cut 90.9% 0.6% 0.12%
Prompt energy cut 99.88% 0.10% 0.01%
Multiplicity cut 0.02% <0.01%
Capture time cut 98.6% 0.12% 0.01%
Gd capture ratio 83.8% 0.8% <0.1%
Spill-in 105.0% 1.5% 0.02%
Livetime 100.0% 0.002% <0.01%
Combined 78.8% 1.9% 0.2%

Reactor
Correlated Uncorrelated

Energy/fission 0.2% Power 0.5%
IBD reaction/fission 3% Fission fraction 0.6%

Spent fuel 0.3%
Combined 3% Combined 0.8%

TABLE III. Summary of absolute efficiencies, and correlated and
uncorrelated systematic uncertainties.

19] (3.1% uncertainty) had little impact on the results. The
thermal energy released per fission is given in Ref. [20]. Non-
equilibrium corrections for long-lived isotopes were applied
following Ref. [18]. Contributions from spent fuel [21, 22]
(∼0.3%) were included as an uncertainty.

Thermal-power data provided by the power plant carry an
uncorrelated uncertainty of 0.5% per core [23–25]. The fis-
sion fractions were also provided for each fuel cycle as a func-
tion of burn-up, with a ∼5% uncertainty from validation of the
simulation [26, 27]. A DRAGON [28] model was constructed
to study the correlation among the fission rates of isotopes.
The uncertainties of the fission fraction simulation resulted
in a 0.6% uncorrelated uncertainty of the νe yield per core.
The baselines have been surveyed with GPS and Total Sta-
tion to a precision of 28 mm. The uncertainties in the base-
line and the spatial distribution of the fission fractions in the
core had a negligible effect to the results. Fig. 3 presents the
background-subtracted and efficiency-corrected IBD rates in
the three EHs. Relative reactor flux predictions are shown for
comparison.

The νe rate in the far hall was predicted with a weighted
combination of the two near hall measurements assuming no
oscillation. The weights were determined by the thermal
power of each reactor and its baseline to each AD. We ob-
served a deficit in the far hall, expressed as a ratio of observed
to expected events,

R = 0.940± 0.011(stat)± 0.004(syst) .

In addition, the residual reactor-related uncertainties were
found to be 5% of the uncorrelated uncertainty of a single
core.
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FIG. 3. Daily average measured IBD rates per AD in the three ex-
perimental halls as a function of time. Data between the two vertical
dashed lines were used in this analysis. The black curves represent
no-oscillation predictions based on reactor flux analyses and detector
simulation for comparison. The predictions have been corrected with
the best-fit normalization parameter in determining sin2 2θ13.

The value of sin2 2θ13 was determined with a χ2 con-
structed with pull terms accounting for the correlation of the
systematic errors [29],

χ2 =
6
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where Md are the measured IBD events of the d-th AD with
backgrounds subtracted, Td is the prediction from neutrino
flux, MC, and neutrino oscillations [30], ωd

r is the fraction
of IBD contribution of the r-th reactor to the d-th AD deter-
mined by baselines and reactor fluxes. The uncertainties are
listed in Table III. The uncorrelated reactor uncertainty is σr

(0.8%), σd (0.2%) is the uncorrelated detection uncertainty,
and σB is the background uncertainty listed in Table II. The
corresponding pull parameters are (αr, εd, ηd). The detector-
and reactor-related correlated uncertainties were not included
in the analysis; the absolute normalization ε was determined
from the fit to the data. The best-fit value is

sin2 2θ13 = 0.092± 0.016(stat)± 0.005(syst)

with a χ2/NDF of 4.26/4. The no-oscillation hypothesis is
excluded at 5.2 standard deviations.

The accidental backgrounds were uncorrelated while the
Am-C and (alpha,n) backgrounds were correlated among
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ADs. The fast-neutron and 9Li/8He backgrounds were site-
wide correlated. In the worst case where they were correlated
in the same hall and uncorrelated among different halls, we
found the best-fit value unchanged while the systematic un-
certainty increased by 0.001.

Fig. 4 shows the measured numbers of events in each de-
tector, relative to those expected assuming no oscillation. The
6.0% rate deficit is obvious for EH3 in comparison with the
other EHs, providing clear evidence of a non-zero θ13. The
oscillation survival probability at the best-fit values is given
by the smooth curve. The χ2 versus sin22θ13 is shown in the
inset.
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FIG. 4. Ratio of measured versus expected signal in each detector,
assuming no oscillation. The expected signal is corrected with the
best-fit normalization parameter. Reactor and survey data were used
to compute the flux-weighted average baselines. The oscillation sur-
vival probability at the best-fit value is given by the smooth curve.
The AD4 and AD6 data points are displaced by -30 and +30 m for
visual clarity. The χ2 versus sin2 2θ13 is shown in the inset.

The observed νe spectrum in the far hall is compared to
a prediction based on the near hall measurements in Fig. 5.
The disagreement of the spectra provides further evidence of
neutrino oscillation. The ratio of the spectra is consistent with
the best-fit oscillation solution of sin2 2θ13 = 0.092 obtained
from the rate-only analysis [31].

In summary, with a 43,000 ton-GWth-day livetime expo-
sure, 10,416 reactor antineutrinos were observed at the far
hall. Comparing with the prediction based on the near-hall
measurements, a deficit of 6.0% was found. A rate-only anal-
ysis yielded sin2 2θ13 = 0.092± 0.016(stat) ± 0.005(syst).
The neutrino mixing angle θ13 is non-zero with a significance
of 5.2 standard deviations.
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istry of Science and Technology of China, the United States
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National Natural Science Foundation of China, the Guang-
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FIG. 5. Top: Measured prompt energy spectrum of the far hall (sum
of three ADs) compared with the no-oscillation prediction from the
measurements of the two near halls. Spectra were background sub-
tracted. Uncertainties are statistical only. Bottom: The ratio of mea-
sured and predicted no-oscillation spectra. The red curve is the best-
fit solution with sin2 2θ13 = 0.092 obtained from the rate-only anal-
ysis. The dashed line is the no-oscillation prediction.
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Analysis in progress.

Next steps rely on 
careful energy 
calibration of all 
antineutrino 
detectors.
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Daya Bay:

Data taking in progress.

Add last two AD’s this 
summer.

Continue data taking, 
improve energy scale 
calibrations, beat down 
systematic errors.

Calendar Date

01/01/2012 07/01/2012 12/31/2012 07/02/2013 12/31/2013
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And looking for creative new analyses.

(One estimate of our 
eventual uncertainty.)
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RENO confirms our result:

sin22θ13 = 0.113 ± 0.013 (stat) ± 0.019 (syst)
Submitted to Physical Review Letters.

Double Chooz preparing now to install 
their near detector this summer.
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We now know the value of θ13

The value of θ13 is larger than we expected

Better planning is now possible for the next phase 
of neutrino/antineutrino appearance experiments.

The appearance signal will be larger and the 
electron-like backgrounds will be less critical.
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T2K: Has recovered from the earthquake.

Data taking “due to start in March 2012.”

NOvA: Should be taking data by next year.

Larger signal will allow larger coverage in 
parameter space for CP violation.

LBNE: Evaluating options for moving forward.

Major meeting at FermiLab next week.
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North America (16)!
Brookhaven Natl’ Lab, Cal Tech, Cincinnati, 
Houston, Illinois Institute of Technology, !
Iowa State, Lawrence Berkeley Natl’ Lab, 
Princeton, Rensselaer Polytech, UC Berkeley, 
UCLA, Wisconsin, William & Mary, Virginia 
Tech, Illinois, Siena College!

Asia (20)!
IHEP, Beijing Normal Univ., Chengdu Univ. of 
Sci and Tech, CGNPG, CIAE, Dongguan 
Polytech, Nanjing Univ., Nankai Univ., 
NCEPU, Shandong Univ., Shanghai Jiao Tong 
Univ., Shenzhen Univ., Tsinghua Univ., USTC, 
Zhongshan Univ., Univ. of Hong Kong, 
Chinese Univ. of Hong Kong, National Taiwan 
Univ., National Chiao Tung Univ., National 
United Univ.!
!

Europe (2)!
Charles Univ., Dubna!

~230 collaborators!


