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Using the entirey (3770 — DD event sample collected by the CLEO-c detector, the
decaysD® — n-etve, D° — K-etve, DT — nletv, andD* — K%'y, are studied via

a tagged analysis technique that reconstructs semileptonic decays opposite fully recon-
structed hadronic decays. Partial rates are measured in sgvdvials, and these are
combined with form factor parameterizations to extract branching fractions and form
factor parameters. Taking form factor predictions from lattice QCD, the CKM matrix

elementgV.q| and|V.4 are also calculated.
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CHAPTER 1
INTRODUCTION

The theory known as the Standard Model of Particle Physics postulates a set of
particles and describes how these particles interact. By any measure, it is an incredibly
successful theory; nearly all experimental evidence available to date indicates that the
universe is indeed made of the particles suggested by the Standard Model, and that they
behave as the theory predicts. But despite its success, the Standard Model is not likely
to be the final model of particle physics. Numerous questions left unanswered, such as
how gravity fits into the theory and why it contains many apparently ad-hoc parameters,
indicate that the Standard Model is likely incomplete. There are numerous endeavors
currently underway by particle physicists around the world in the hope that, either singly
or collectively, these féorts will find an inconsistency in the Standard Model that will
lead to a more complete understanding of the universe.

This document is a description of one of these endeavors: a study of several semilep-
tonic decays of th® meson using the CLEO-c particle detector. A key element of this
study is the Cabibbo-Kobayashi-Maskawa (CKM) matfikthat governs quark-mixing
in the Standard model. While the values of the CKM matrix elements are not predicted,
the model does place constraints on them. Specifically, it predicts that the CKM ma-
trix is unitary; confirmation of this key Standard Model prediction, through precision
measurements of the CKM elements, is a primary goal of modern particle physics.

The formalism ofD semileptonic decays within the standard model is discussed in
detail in the following chapter. For the moment, we note that tiffedintial decay rate

for semileptonic decay of B meson to a pseudoscalar megdoan be approximated

by:
2

2
dr(D - Pey) _, GF [Ved 4 1)

dcf 2473

f, (o)




whered? is the invariant mass of the lepton-neutrino syst@n,js the Fermi constant,

|ch| is the CKM matrix elemeniVq for pion final states anf{/.¢ for kaon final states,

f, (qz) is the form factor that encompasses the strong-interaction dynamics of the decay
andX is a multiplicative factor due to isospin.

The principle results of the study described here are measuremej@simbgrated
over severy? bins each foD® — n-e*v, andD* — %y, and nineg? bins each for
D° — K-e*ve andD* — K%'y, *. These results are combined with parameterizations
of f, (qz) to make a number of secondary measurements, including branching fractions,
form factor shape parameters 4Wgh| |, (0)|. The latter can be used to extridéy| and
IVcd, but large uncertainties in the theoretical prediction$fof0) | limit all measure-
ments of the CKM elements via semileptonic decays, including ours. Although recent
advances in Lattice Quantum Chromodynamics (LQCgrdhope of form factor pre-
dictions with significantly smaller uncertainties, these new techniques require further
testing before their results can be used with confidence. Beg¢dysand|V.4J have
been measured in other experimental environments, and because they are very tightly
constrained if CKM unitarity is assumeD, semileptonic decays can be used to obtain
very precise measurements of form factor parameters. This, combined with their simi-
larity to the B decays, where measurement$\Qf| are particularly crucial to studies of
CKM unitarity, makesD semileptonic decays an ideal testing ground for LQCD. It is
thus measurements of form factor parameters that are the most important contribution
of our work.

The remainder of this document is organized as follows: in Se&iare provide an
overview of semileptonic decays and their experimental and theoretical status. Section
3 gives an overview the particle accelerators and detectors used to make our measure-
ments. The data analysis procedure is then discussed in detail, beginning with event

reconstruction techniques in Sectidrand continuing with partial rate measurements

*Charge conjugate modes are implied throughout this document



and their systematic uncertainties in Sectidrend6. The fits to the partial rates and
determination of the form factor parameters, branching fractions and CKM matrix ele-
ments, are discussed in SectiarFinally, a number of tests of the analysis are provided

in Section8, as well as a conclusion in Sectién



CHAPTER 2
SEMILEPTONIC DECAYS

Within the Standard Model, the amplitude for semileptonic decayDfraeson (com-

posed of quarks andq’) to a mesorP (composed of quarkg andq) is given by PJ:

(D > Ply) = —iG—\/FEVCqL”H#, (2.1)

wherel* andH,, are the leptonic and hadronic currents describing the weak and strong

dynamics of the interaction, respectively. The leptonic current is:
L =uy™ (1 -ys) v, (2.2)

whereu,, v, are the Dirac lepton and neutrino spinors. The hadronic current can be

written as:
H, = (Play, (1 - ys) c|D). (2.3)

In the decays of interest here, where the final state mesons are pseudoscalars, this sim-
plifies to:

H, = (Play,cID). (2.4)

BecauseD semileptonic decays occur in the non-perturbative regime of QCD, this ma-
trix element cannot be solved analytically. However, it can be parameterized by expand-
ing the current in terms of all possible independent 4-vectors that can describe the decay,
with each of these multiplied by a Lorentz-invariant form factor. In our case, there are
only two independent 4-vectors, which can be taken tpde ppr andpp — pp, Where

pp and pp are the momenta of the initial and final state mesons respectively. Moreover,
there is only one Lorentz invariant quantity, which is traditionally taken to be the in-
variant mass of the virtual boson,g? = (pp — pe)?. Thus, we can write the hadronic

current as:

H. = . (o?) (o + pe) + £ (o) (Po — P, (2.5)
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wheref, (qz) andf_ (q2) are the Lorentz-invariant form factors.
The decays considered here are semi-electronic decays; in this case, taking the limit

asm — 0 is an excellent approximation, and the current is further simplified to

H, = . (o) (po + pe)". (2.6)

Using these expressions for the hadronic and leptonic currents, Eqzadi@an be

reduced to approximation given in Chapter 1:

2

2
dr(d - Pey) _, GE[Vel 2.7)

dc? - 248

f, (o)

where where is the momentum of the daughter meson in Eheest frame and, the

multiplicative factor due to isospin, is unity for all D decays to pseudoscalars except
D* — n%"ve, where it is%. Experimental studies, including the one described here,
measuredl’/dcf integrated over severgf bins in each semileptonic mode. In order to
compare these with theoretical predictions, which provide estimatéga) at one or
several points ing?, it is convenient to fit the results using parameterizations, @f?).

Several such parameterizations are discussed in the next section.

2.1 Form Factor Parameterizations

A number of parameterizations &f (qz) have been suggested. The most theoretically
motivated is known as the 'series’ parameterizati8and follows from a dispersion

relation:

1- 1r” Imf

f. (o?) = 1. (0) i+—f ml%ﬁL (2.8)
1- 94 TImomep Qe

M2,

wheremp andmp are the masses of the semileptonic parent and daughter mesons, re-

spectively, andr gives the relative contribution of this meson to(0). Simple ex-

pansions of the above integral g3 may not converge. However, a transformation of



variables frong? to z, where

O %y
Ve @+ V6 -t

optimizes convergence. Hettg,= (mp + —mp)? andty is any real number less than

20, to) = (2.9)

The form factor, expanded &fo?, to), is given by:

f. () = Wzak(to) o, to)], (2.10)

whereay are real cofficients,P(q?) = z(g?, M3.) for D — Kev andP(¢?) = 1 for D —
nev, and¢(0?, to) is any function that is analytic outside a cut in the compiéylane
that lies along the real axis frotnto co. It is customary to takg = t, (1 — m)
which minimizes the maximum value afc?, to), and to choose:

t, —t
9

$(t.t)) = a(Vt. —t+ Vi, —to)

(Ve =T+ \/t+—t_)
(VE=T+ VE)

Fits to experimental data or theoretical prediction using this model are usually made

(2.11)

using the first two or three terms in the expansion given by equatib® with either
f, (0) andr, = ai/a or f, (0), ry andr, = ay/a varied. That this model makes no
ad hoc assumptions gives it a distinct advantages over the alternative models described
below. However, measurements have only recently become precise enough to inspire
fits to this model rather than simpler formulations.

Another parameterization, known as the 'simple pole’ model, assumes that the dis-
persion relation given in Equatidh8is dominated by a single pole:

f.(0)

q2
Mpole

f, (qZ) =

(2.12)

While this model can provide reasonable fits when Bt and f, (0) are allowed to
float, experimental measurementshdf, . are far removed from the expected value of

MD indicating the higher-order poles are not negligil#le [



A popular parameterization, the 'modified pole’ model of Becirevic and Kaidalov
(BK), was designed to deal with this shortcoming of the simple pole model, to which it

adds an fective pole:
f.(0)
9 @y
(1- m)(l —ap-)

Mpole

f. (@) = (2.13)

This model assumes that a parameter that quantifies scaling violations, is near unity
while §, which describes gluon hard-scattering, is near zero. These assumptions lead to

the prediction that:

1+1/-6=

Mo - mpdf.@)| (2.14)
. . .

0) dg le-o
There are experimental indications that this approximation is not vdjidHis is one
reason why the series expansion has become the preferred parameterization. However,
the modified pole model has been the most widely used parameterization in recent exper-
imental and theoretical studies, and it does provide good-quality fits to data and theory
when f, (0) anda are varied.

An older model, the ISGW2 parametrizatioB],[is based on a quark model and
hypothesizes:

-2
r-2

f, (of) = 1. (q%ax)(1+ 'szwz(q%ax—qz)) : (2.15)

and predicts;sgw, = 1.12 GeV1. Experimental measurements do not support this pre-
diction, which has caused the parameterization to fall out of favor. It is still occasionally

used, in which casek (0) andr,sgw; are varied.

2.2 Theoretical Predictions

A number of theoretical techniques exist to estimate the form factors, but all are as-
sociated with significant uncertainties. Recent developments in Lattice Qi€Dtoe

possibility of calculations with uncertainties on the order of a few percent, although



such results are not yet available. The Light Cone Sum Rule approach (LCSR) provides
estimates that are competitive with current LQCD results, but are not systematically
improvable. Quark models have also been used, but these results are associated with
large and unquantified uncertainties. We now review each of these techniques and their
form factor predictions, emphasizing those that have made predictions of the form fac-
tors atg? = 0, which we denotéf7 (0) for pion final states andX (0) for kaon final

states, and the modified pole model shape parameter, similarly derfotedio¥. We

choose the modified pole model because no theoretical results are available using the
series parameterization and because results using the modified pole model are widely

available.

2.2.1 Lattice QCD

Lattice QCD takes advantage of the path integral formulation of quantum field theory, in

which matrix elements are computed by calculating the weighted average of functionals

over all possible 'paths’ of configuration space. Making use of the overview of LQCD

provided in B], the expectation value for some operakj#], in a system involving a

field ¢ (x) and continuum actio®, is given by:

[ D¢ (X I[X]e S
J De(t)e-s

which is a weighted average over all paths with weigt¥#¥. In this context, the term

(o)) = (2.16)

'path’ refers to each possible set of values the fggk) may take over an infinite number

of paths. Calculation of such objects can be considerably simplified by discretizing each
space and time dimension into a finite sized grid of points, or “lattice”. A particular path,
or 'configuration,’ is specified by the value of the fielcht each point on the grid. This
reduces an infinite problem to a problem of numerical integration:

e‘s[‘” Iﬁ[(lb] ijegrid d¢(XJ)

(o) =
[¢( )] fe—s[¢] ijegrid d¢(XJ)

(2.17)
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where S is now the original action with any spatial or temporal derivatives replaced by
differences in the field at neighboring lattice sites. In simple cases, these integrals can
be evaluated numerically; more complicated situations require a procedure known as
Monte Carlo integration, which involves the generation of a large number of configura-
tions ¢(x;) such that the probability for obtaining a particular configuration is propor-
tional toe 94>l Thus, an unweighted averagelobver all of these paths is equivalent

to a weighted average over the uniformly distributed paths. Estimates of matrix ele-
ments then can be calculated using these configurations, but the results are just that —
estimates, and are associated with a statistical uncertahtys¢mileptonic decay form
factors are obtained in LQCD by calculating two and three point functions on the lat-
tice. In asymptotic limits, these functions are proportional to the matrix element given
in Equation2.4[7].

LQCD form factor predictions are associated with many systematic uncertainties,
many of which are related to the discretization approximation. Moreover, because a cal-
culation with lattice spacing is only able to resolve particles with momentum greater
than 2, current LQCD simulations are limited to logf regions (? < 2). Another
drawback of LQCD is that computational cost rises as quark mass decreases, necessitat-
ing use of unphysical andd quark masses and extrapolation of results to the true quark
masses.

Until very recently, only “quenched” LQCD calculations of form factors were avail-
able. That is, it was not possible to include fermion vacuum polarization in the QCD
actions. Calculations are now availabB fising “Symanzik improved staggered quark”
actions, which provide both accurate simulation of light quarks and relativietyemt

calculations. These calculations estimate:

fr(0) = 0.64+0.03+0.06

£€(0) 0.73+0.03+ 0.07.



Although not d@ected by the large quenching uncertainties of previous measurements,
these estimates do carry combined systematic uncertainties of 10%, which is dominated
by those associated with discretization of the charm quark. These uncertainties are
expected to be significantly improved in future studies. The results were also fit using

the modified pole model, with the shape parameters found to be:

d 0.44+0.04

S
I

aX 0.50+ 0.04.

where the uncertainties are statistical only. Unfortunately, systematic uncertainties on
the shape parameters are not available.

Although unquenched LQCD has the potential to provide results with much im-
proved uncertainties, the results quoted above are still on par with quenched results. For

instance, the work reported if][finds:

0.57+ 0.06+ 0.02

f£(0)

fX(0) = 0.66+0.04+001

In addition to the sources of systematic uncertainty described above for the unquenched
calculation, these systematic uncertainties also include those due to the quenching ap-
proximation. Due in part to the use of smaller lattice spacings, this study is able to
achieve smaller systematic uncertainties than the unquenched study. However, because

they are dominated by quenching uncertainties, they are not systematically improvable.

2.2.2 Light Cone Sum Rules

Several attempts have been made to calculate D semileptonic form factor parameters
using Light Cone Sum Rules. This technique builds on more basic QCD sum rules

that exploit the fact that QCD is perturbative over short distances. In certain kinematic

10



regions, the quarks involved in the interaction can be treated as free; dispersion relations
can then be used to extend the solution to other kinematic regns [
Light cone sum rules begin by investigating correlation functions such as the follow-

ing, which is relevant t@° — nev [10]:

Fu(pra) =1 f d*x€(x (po) TT(X) 7€ (X), MeC(0) isd (0)[0). (2.18)

For the case of small fixeq? and a highly virtualc quark, the region that dominates

this integral is that near the light con@ = 0 [11]. In this case, the above correlation
function can be evaluated by contracting thguark fields and expanding the remaining
matrix elements in an operator product expansion about the light cone. The expansion
is ordered by a quantity called ‘twist,” equal thefdrence between an operator’s di-
mension and spin. For example, the lowest order twist contribution to the correlation

function given in Equatio2.18is [9]:

1 dugpi (U, ic)
F s — fﬂ - ’
,u(p q) me j(; rng_(]_—u)pizT—U(ppl +Q)2

whereg¢”™ (U, uc) is a “light-cone distribution amplitude” — a non-perturbative object that

(2.19)

describes the long distance behavior of the pion; it is considered an input of the theory
and is taken from experiment or LQCD. The pion decay constant is give dyd.,
which can be approximated b;dmg — P4, is the scale that separates the long-distance
effects of the light cone amplitudes from the short-distarffeces of their cofficients.

The light cone expansion can be linked to the semileptonic form factors by consid-
ering a dispersion relation, which is obtained from the original correlation function (Eq.
2.18 by inserting between the two currents the identity in the form of a complete set of

states withD-meson quantum numbers:

_ (nluy,cIDXDIciysd|O) Z (mluy, cIX){x|Ciysd|O)

F.(Pp,Q) = + (2.20)
e M - PR - me - p3

11



Relating the dispersion relation to light cone expansion, one arrives at an approximate

expression of the form factdr,, known as the 'sum rule’1[0}:

72\ _ @ , % ) ) (34)
n@)_Z%E- Fo)+ 5 —FD +Fo™l, (2.21)

3

which is valid only for lowg?. The twist contribution correlation functiofs, are func-

tions ofg?, a mass scaltl, m, s2 andue = V(M3 — mg). In addition to uncertainties

due to uncalculated terms in the expansion, LCSR form factor results carry uncertainties
from each of these inputs.

A study using this techniqué.(] has found:
f7(0) =0.65+0.11 (2.22)

Calculations off ¥ (0) are found to vary too strongly with the somewhat poorly known
strange quark mass to make strong predictions of their value. Although the standard
LCSR breaks down a® ~ 0.6 Ge\?, where the higher order terms in the light cone
expansion begin to grow, aftirent sum rule can be constructed at the upper limits of
g?. This is done by assuming that the lowest lyingpole dominates the form factor at
high ¢?. Using this new sum rule to calculate the form factor at lgghnd fitting these
together with the lowg? results using the modified pole parameterization, the shape

parameters are found to be:

" = ooy

S
I

of = —0.07:915,

It is unclear how much the assumption of single-pole dominance atdigiay influ-
ence these shape predictions.
Preliminary results from a continuation of this study?], making use of improved
twist calculations and updated input parameters, are also available. Although this study

does not address form factor shape parameters, it did quantify uncertainties due to the

12



strange quark mass, enabling a predictiori!of0) and finding:

0.63+0.11,

)

f<(0) = 075+012

Attempts have also been made to combine LCSR’s and heavy gfliackiee theory

[13], resulting in form factor normalization estimates with large uncertainties:

fr(0) = 0.67=0.20,

£X(0) 0.67 +0.19.

The LCSR approach to form factor calculations is not perfect. It is accurate only at
low g? and possibly at higlg?; even in these regions, its accuracy is limited by uncer-
tainty in input parameters and contributions due to higher order terms in the expansions.
Although the uncertainties can be gauged fairly accurately and can be reduced by bet-
ter experimental and LQCD estimates of input parameters, LCSR is not exact and its

accuracy cannot be systematically improved.

2.2.3 Quark Models

Quark models (QM) approximate the real QCD matrix elements:

(Plqy,.cID). (2.23)
by matrix elements composed of naive models of the QCD currents:

(Plgy“cD) (2.24)

where the bold-faced symbols denote fields that are not derived from QCD but are rather
based on some naive model tuned to simulate experimental results. These models as-
sume that mesons can be accurately modeleg asund states and that the wave func-

tions of the mesons are steeply peaked and nearly confined within the radius of the

13



hadron [L4]. A number of models have been formulated, some of which are capable of
calculating form factors over most of tlig range. However, their approximate nature
means that they cannot be systematically improved, and estimating the uncertainty on
their calculations is diicult.

One of the oldest quark models is known as the ISGW maotigl [Proposed in
1985 to address CP violation Bisemileptonic decays, it has since been used to model
a number of other semileptonic decays. The model calculates matrix elements using
non-relativistic vectors that are superpositiongjgfstates with momentum-weighted
wave functions, chosen to be solutions of the Schroedinger Equation with a Coulomb
plus linear potential. Since it is a non-relativistic approximation, the predictions of the
model must be extrapolated to relativistic regimes. The model was updated (to become
the “ISGW2” model) in 1995 9], taking into account heavy quark symmetry. The
ISGW2 model predicts the form factorsagt= 0 to be:

fr(0) = 0.60,

£<(0) 0.85.

It is difficult to estimate the errors on these numbers, but they are thought to be large
(> 25%). As mentioned in the previous section, the ISGW2 model also predicts the
form factor shape given in equati@al5 However, the models inability to accurately
estimate relativistic corrections casts doubt on its form factor shape predictions.

A more modern model, known as the Relativistic Dispersion quark madghas
developed to deal with the many problemsfeted by previous quark models. Among
these were a strong dependence on input parameters and an inability to incorporate
relativistic éfects. This model requires form factors to be relativistic double spectral
representations obtained from the wave functions of the initial and final state mesons.
The model has several input parameter that are calibrated using experimental and LQCD

results. Fitting the resulting form factors using the modified pole parameterization, the

14



model finds:

f7(0) = 0.69,
f<0) = 078
o = 0.20,
a® = 0.24

As with other quark models, the uncertainties on these calculationsfhceltlto gauge,
but based on comparison with other calculations and experiment, they are though to be

of order 10%.

2.3 Experimental Measurements

We now turn our attention from theoretical form factor predictions to experimental mea-
surements. Again, we emphasize result§ D), f€(0), «* ande®. We also discuss
branching fraction measurements, and, where applicable, form factor shape parameters

estimated using the series parameterizatignr§, ri* andr?).

2.3.1 Mark Il

The MARK Il experiment pioneered the tagging technique used by many CLEO-c anal-
yses, including the one described here. Located at the SRE&Rstorage ring at the
Stanford Linear Accelerator Center, it was among the first to make measurements in-
volving D semileptonic decayd4§]. Collecting data using electron-positron collisions

at they(3770) and using essentially the same analysis technique that CLEO-c now uses,

the analysis found 3636 tag candidate)’7— n~e*v, and 56D° — K-e*v, candi-
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dates, leading branching fraction measurements of

B(D° - ne've) = (0.39537°+ 0.04)%, (2.25)

B(D° - K e"ve) (3.4 + 0.5 + 0.05) %. (2.26)

2.3.2 FOCUS

The FOCUS experiment was a fixed target experiment that studied photon on beryllium
collisions at Fermilab. It was used to collect a sample of approximately 13,000 semilep-
tonic decay candidates, which were used to measure the modified pole shape parameter
in D% - K-u*v [17):

aX =0.28+0.08+ 0.07. (2.27)

2.3.3 BES

The BES-II experiment, located along the Beijing Electron Positron Collider (BEPC 11),
has also used a tagged analysis technigue to measure D semileptonic branching fractions
[18]. They have collected 7584 tags, 104 — K-e*v, candidates and B® — n~e*v,

candidates, measuring

B(D° - neve) = (0.33+ 0.13+ 0.03)%

B(D° - K €"ve) = (3.82+0.40+ 0.27)%

2.3.4 Belle

Based at the KEKb storage ring, the Belle experiment has collected 28bffllata
taken at ther(4S) resonance. The Belle collaboration has used this data to measure

both branching fractions and form factors [h semileptonic decayslp]. Studying
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e'e” » DD*X andete” — D*D*X events, they find:

8(D° > #lv) = (0.255+0.019+ 0.016) %,
8(D° > Kly) = (345007020 %.
where the lepton can be either an electron or a muon. They have also measured the

differential decay ratdl’/dcf in 10 bins forD° — #lv and 28 bins foD® — Klv and fit

these distributions to the modified pole model, finding:

f7(0) 0.624+ 0.020+ 0.030

f<(0) = 0.695+0.007+ 0.022

a” 0.10+0.21+0.10,

aX 0.52+ 0.08+ 0.06.

2.3.5 BaBar

The BaBar Collaboration have studied the deBdy— K~e*v, in detail [20]. Located
at the PEP-II storage ring at the Stanford Linear Accelerator Center, BaBar collected
75fb1 of data, of whichcc continuum event candidates were used forEhsemilep-

tonic analysis. Measuring the branching fraction with respeﬁote» K*z~, they find:

B(D° - K €"ve) = (3522 0.027+ 0.0452 0.065) %, (2.28)

where the final uncertainty is from te? - K branching fraction. They have also

measured form factor parameters usingdéhins, finding
fX(0) = 0.727+ 0.007+ 0.005+ 0.007, (2.29)

where the final uncertainty is due to tB8 — K*z~ branching fraction, th® lifetime

andV.s. The modified shape parameter is found to be:

X = 0.43+ 0.03+ 0.04 (2.30)
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The BaBar collaboration has also fit form factor distributions using the series expansion

with three terms in the expansion, finding:

K = —25:02+02

s = 06+6.+5

2.3.6 CLEO

The CLEO experiment has made several studies of D semileptonic decays, including
a CLEO Il analysis of 7 fb! of data taken at or below tHg(4S) resonanced]. Us-
ing D** — D%* candidates and fully reconstructing all final state particles except the

neutrino, this analysis measured form factor shape parameters

a” 0377022 + 0.15,

oK 0.36+0.10°2%,

where the reconstructed lepton was either an electron or a muon.

The most recent CLEO studies of D semileptonic decays were a pair of analyses that
used the initial 281 pid of CLEO-c data and employed complimentary analysis tech-
nique. One analysigl] followed a tagged procedure very similar to the one described
here, while the othe2[1] used an untagged technique that fully reconstructs all particles
in the event without requirements on the identity of the D decay opposite the semilep-
tonic candidate. The results of the analyses have been aveddtaking into account
the considerable correlations on the uncertainties) and the branching fraction are found

to be:

(0.304+ 0.011+ 0.005) %,

(0.378+ 0.020+ 0.012) %,

(8.69+0.12+0.19) %,

)

B(DO N K‘e+ve) = (3.60+ 0.03+ 0.06) %,
)
)
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The only averaged form factor results are those using the three parameter series model:

f7(0) 0.634+ 0.022+ 0.009+ 0.003

f<(0) = 0.764+0.007+ 0.005+ 0.001

where the final errors are due YQ,, which we have taken from the latest fits to elec-
troweak data assuming CKM unitaritZ], which find |Vq = 0.2256+ .0010 and
Ve = .97334+ 0.00023. The form factor shape parameters, again using a three param-

eter series model, are:

ri = -17+£05+01,
r; = -18+32+0.9,
X = -24+03+0.1,

ry = 21+8+2

The form factor results using a modified pole model have not been averaged. Combining

the results fronD® andD* modes, the tagged analysis finds:

" = 016+0.10+0.05

aX 0.21+ 0.05+ 0.02

The untagged analysis did not average@feandD* modes, so we take their results to

be those of the better-measum@8modes:

a” 0.37+0.08+ 0.03

o = 0.21+0.05+0.03
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2.3.7 |V¢d and V4

The CKM matrix element$V/4 and|V.{ can be measured using semileptonic decays.

For instance, the averaged CLEO-c 281 pinalyses find4]:

|Vcd|

0.223+ 0.008+ 0.003+ 0.023 (2.31)

Ve = 1.019+0.010+ 0.007+ 0.106 (2.32)

where the final uncertainty is due to LQCD predictio8 {vhich find f,(0) = 0.64 +
0.03+ 0.06 for D — = transitions and_(0) = 0.73+ 0.03+ 0.07 for D — K transition.
More precise measurements|\dfy are available from neutrifianti-neutrino scattering,
where the ratio of double to single muon production is proportion&V/dg’ [22]. An

average of these measurements finds:
IVeql = 0.230+ 0.011 (2.33)

Measurements g¥/.4 are best made via leptonic or semileptonic decays. An average of

all available results give2p]
Ve = 1.04+ 0.06. (2.34)

The uncertainties ofV.J and|V.4 are decreased substantially by assuming CKM ma-
trix unitarity. Global fits to all relevant electroweak measurements assuming the CKM

unitarity finds R2:

Vel 0.2256+ 0.0010 (2.35)

Ve = 0.9733+0.0002 (2.36)
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Figure 2.1: Comparison of theoretical predictions and experimental measure-
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Figure 2.3: Comparison of measurements of CKM matrix elements.
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2.4 Summary of Experimental and Theoretical Status

Figures2.1-2.3 show each of the theoretical and experimental results discussed in the
previous sections. The next several chapters detail a new studysefmileptonic de-

cays, which will add a data point to each of the plots shown in Fig2ue2.2
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CHAPTER 3
EXPERIMENTAL APPARATUS

3.1 The Cornell Electron Storage Ring

The Cornell Electron Storage Ring (CESR) is located in Ithaca, NY and has been in
operation since 1979. Itis a 768 meter diameter ring that simultaneously stores beams
of electrons and positrons (moving in opposite directions), providing collisions of these
beams inside the CLEO detector. While originally designed to create collisions with
between 9 and 16 GeV center-of-mass (COM) energies, CESR was augmented in 2002
to produce collisions with around 4 GeV COM energies, near the charm production
threshold.

The electrons that are eventually stored in CESR originate from an electron gun
with energies of 120 keV. They then enter a 30 meter linear accelerator, which increases
their energy to 300 MeV. A synchrotron accelerates the electrons to their final storage
energies via kicker magnets before they are injected into CESR. Positrons are injected
separately and are obtained by inserting a tungsten target into the path of the electrons
in the linear accelerator.

Because acceleration is provided by Radio Frequency (RF) cavities, the particles
must be stored in 'bunches’. Within CESR, the beam is composed of a series of “trains”
located 14 ns (or 4.2 m) apart, and each train is compose of a series of “bunches” lo-
cated 40 ps (or 4.2 cm) apart. In typical operating conditions, there are 8 trains, each
containing 3-5 bunches. The number of electrons per bunch varies with the operating
conditions of the accelerators, and corresponds to a current of around 3 mA or less when
¥ (3770) data was taken.

While beam collisions are desired at the interaction point (IP) centered within the

CLEO detector, there are a number of parasitic interaction points spaced around the
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Figure 3.1: The CLEO-c detector

ring. To avoid beam interactions here, electrostatic separators are used, resulting in a
'pretzel orbit” with the electron and positron beams winding around one another. At
the main IP, the collision region is composed of a ribbon-like volume approximately
0.18mm x 0.34mm x 1.8 cm. To avoid further interactions near the IP, the colliding
beams have a small crossing angle of approximately 3 mrad, causing CESR collisions

to have a small but non-zero net momentum.

3.2 The CLEO Detector

When an electron positron collision occurs within CESR, daughter particles of this col-

lision travel through a system of particle detectors collectively known as the CLEO
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detector. The original incarnation of CLEO began taking data in 1979, but the CLEO-c
detector (shown in figur8.1) has very few components in common with that original
detector. The primary component that remained a part of CLEO throughout its lifespan,
the muon system, is generally unused in analyses of charm-threshold data, as muons in
collisions at this energy are often not energetic enough to penetrate the chambers. The
primary physical components of the detector used in this stu@ysgfmileptonic decays

are the tracking chambers (DR and ZD), the ring imaging Cerenkov detector (RICH) and
the crystal calorimeters (CC). We briefly describe each of these components, as well as
the trigger and data acquisition system.

It is useful to refer to certain coordinate systems when discussing the detector sub-
components. CLEO commonly uses Cartesian coordinate system with origin at the
center of the detector, theaxis lying parallel to the CESR beam line pointing west, the
X axis pointing horizontally away from the center of CESR andytleis pointing up.

We also use the polar anglethe angle with respect to the positzexis.

3.2.1 Dirift Chambers

The detectors closest to the CESR beamline are drift chambers; their primary purpose
is to measure the charge and momentum of charged particles. CLEO has two drift
chambers; the primary chamber, known as the DR, surrounds a smaller inner chamber
known as the ZD23]. They are approximately cylindrical (the axis of the cylinder lying
along thez axis) and nearly hermetic, covering an angular rangeas| < 0.93.

The DR(ZD) is composed of approximately 10,000(300) “sense” wires, each sur-
rounded by several parallel “field” wires. The sense wires are arranged into 47(6)
DR(ZD) layers, with ap spacing of approximately 1.4 cm. Both chambers are filled
with a Helium-Propane mixture that is ionized when the traversed by charged particles.

The field wires are held at a positive voltage with respect to the sense wires, causing
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electron products of the ionization to be pulled towards the sense wires. When they are
very near the sense wires, the electrons gaificsent energy to cause further ionization,
creating an “avalanche” of electrons that amplifies the signal.

The timing of the electron avalanche, combined with the known drift velocity and
CESR timing information, can be used to approximate the original position of a particle
near a wire, with an average resolution of 14f. Each of the wires is approximately
parallel to thez axis, providing accurate measurements of particle positions ixyhe
plane. In order to establish tag@osition of tracks along the axis parallel to the beamline,
some of the wires have a small angle with respect tilrds. These wires are known
as “stereo” wires while those without an anguldfset are known as “axial” wires.

All of the wires in the ZD are stereo, with large angles of 12-pBoviding goodz
measurements near the interaction point. The first 16 layers of the DR are axial wires,
with the outer 31 layers having stereo angles of 1.2:1Fbirther information about the

z position of particles is provided by cathode strips, which lie along the outer walls of
the DR.

The amount of current deposited by the electron avalanche also provides useful in-
formation. Because the current of the electron avalanche is proportional to the number
of electrons originally ionized, the change in current deposition as a particle traverses
the chambers gives a measurement of the rate of energy I¢ds lfthe particle. The
Bethe-Bloch equation2pP], along with the measured momentum of the particle, are
used to infer the mass of the particle, and thus, to some extent, the identity of the par-
ticle. For our purposes, déx is most useful for determining whether a track is a pion,
kaon or electron.

The entire tracking chamber lies within a 1.0 Tesla superconducting magnet. This

causes the charged particles to curve in the xy plane, with a radius of curvature propor-
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tional to their transverse momentum. The tracking chambers provide measurements of

charged particle momentum with resolution near 0.6% at 800 &leV

3.2.2 Ring Imaging Cerenkov Detector

The Ring Imaging Cerenkov Detector (RICH) became part of the CLEO detector dur-
ing an upgrade in 1999. Designed to improve upon the charged particle identification
performance already available from/dk information in the drift chambers, the RICH
begins immediately after the outer edge of the drift chamber with 1 cm layer of lithium
fluoride crystals. Particles with velocity exceeding that of a 150 nm photon traveling in
LiF will radiate Cerenkov light. The original particle and the Cerenkov light then travels
through a 16 cm thick layer of inert nitrogen gas, where the cone of Cerenkov photons
(typically composed of around ten photons) expands to a measurable size. The photons
are detected in multi-wire proportional chambers filled with a mixture of triethylamine
vapor and methane gas. The gas is ionized and the resulting electrons are amplified
and readout using cathode pads and low-noise electronics. For each track in an event, a
Cerenkov angle is calculated for each photon associated with the track, and likelihoods

for kaon, pion, electron, muon and proton hypotheses are calculated.

3.2.3 Crystal Calorimeter

The CLEO crystal calorimetef] was installed during an upgrade of the detector that

took place in the late 1980'’s. It is composed of approximately 7800 thalium-doped Ce-
sium lodide crystals that are 5cm square by 30 cm long. The orientation of a crystal
depends on its location within the detector: those within the “barrel” region of the de-
tector (cosf| < 0.82) are arrayed so that their axes are directed towards points very

near but not exactly at the IP. Crystals in the two “endcaps85& |cosf| < 0.95) are
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arrayed parallel to the z axis. These orientations were designed to reduce the likelihood
of a particle interacting in space between the crystals.

Although the calorimeter spans 95% of the solid angle, CLEO data analyses gen-
erally consider only showers contained in the 'good bartef¥| < 0.82) and 'good
endcap’ regions (85|cosd| < 0.82), which exclude the baryehdcap transition region
and the outer portions of the calorimeter, where detector material degrades performance.
In the good barrel and endcap regions, the calorimeter provides an energy resolution of
ocE/E ~ 5% at 100 MeV.

Four silicon photodiodes mounted on each of the 7800 crystals transform the light
produced in the scintillating crystals into an electrical signal; this is then fed into a
preamplifier and mixgshaper cards which combine and shape the four preamp signals
before sending them on to analog-to-digital converters.

Both charged and neutral particles leave energy in the calorimeter, often in more
than one crystal. Photon and lepton showers are generally more compact than those as-
sociated with hadrons. Neutral and charged particles can be distinguished by associating
showers with tracks, or lack thereof, in the drift chambers. The ratio of shower energy
to track momentumE/p), as well as shower shape variables suce@®«€E25 (the ratio
of energies in the innermostZb crystals of a shower) are also powerful tools in deter-
mining the identity of particles. The fine segmentation of the calorimeter also allows for
excellent identification of° — yy decays, which have a typical mass resolution of 6
MeV.

Several of the crystals in the calorimeter are prone to such high noise levels that they
are not useful in physics analysis. These are termed “hot” crystals. The noise levels for
all crystals are monitored during data-taking and a list of the hot crystals for each run is

used to exclude these crystals during event reconstruction.
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3.2.4 Trigger

Although a collision can occur during any one of CESR’s bunch crossings, which occur
at a rate of several MHz during normal operating conditions, it is not practical to read
out all of CLEO’s detector channels at this rate. Useful collisions occur at rates of order
100 Hz, which is a feasible readout rate. The CLEO-c trig@ef \vas designed to
determine when the detector channels should be readout. Since this decision must be
made very quickly, only the outer drift chamber and calorimeter are used to make this
decision.

In the absence of the trigger, all of the CLEO detectors continuously collect informa-
tion, which is overwritten on timescales of onge. Every 48 ns, a preliminary decision
is made by the trigger based on low level information from the detectors. If this infor-
mation is consistent with a collision useful for calibration or analysis, gates are closed
and data taking stops for approximately tu®while the trigger makes a second deci-
sion, after which either the data acquisition system writes the detector data to disk or
the electronics gates are opened and the detector continues collecting information until
another trigger occurs.

The trigger analyzes tracking information by comparing charge depositions in the
drift chamber with all possible hit combinations consistent with tracks. Each of the wires
in the 16 axial layers are considered individually, while wires in the outer stereo layers
are grouped into four-by-four blocks that are treated as single objects. Information in
the calorimeter is similarly parsed into groups of overlapping eight-by-eight blocks of
crystals. The final trigger decision is based on the number of tracks observed above some
momentum threshold and the number of showers observed above some energy threshold.
There are dferent selection criteria, any one of which will trigger readout. The one of

most interest to semileptonic decays is the “two-track” trigger, which requires at least
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two tracks in the axial section of the drift chamber with momentum greater than 167

MeV/c.

3.3 Data and Monte Carlo Samples

We use the entire CLEO-c data sample taken ai{3¥70) resonance, which has an
integrated luminosity of 818 pb. Monte Carlo (MC) simulations are used to evaluate
efficiencies and backgrounds. These samples are GEANT-b26ednd use EvtGen

[27]; final state radiation (FSR) is simulated using PHOTQ$ fersion 2.15 with FSR
interference enabled. A sampl€3770) — DD MC corresponding to 20 times the
data luminosity was generated with bdlhmesons decaying generically according to
the latest availabl® branching fractions and decay models. This sample, along with a
sample of simulated"e” — qq (whereq = u,d or ), e'e” — "7~ ande’e™ — ¥(2S)y

events corresponding to five times the data luminosity, is referred to as “generic MC”.
We also use a sample ¢{3770) — DD events in which thé® meson decays to one of

the four studied semileptonic modes and Iﬁ]decays to one of the hadronic final states
used in tag reconstruction. This sample corresponds to approximately 100 times the data
luminosity and is referred to as “Signal MC”. In both the generic and signal MC samples,
the semileptonic decays are generated using the modified pole parameterization with

parameters fixed to those measured in the initial 281 pbCLEO-c data.

32



CHAPTER 4
EVENT RECONSTRUCTION

CLEO-c data is ideally suited for precision measuremeni3-decays. A large sample

of the data was collected using electron-positron collisions with center-of-mass energies
near they(3770) resonance. At these energiBsmesons are produced solely as part

of ee —» DD events. This enables the use of a data analysis technique pioneered by
the Mark-I1I collaboration 16] known as “tagging”. Fully reconstructed decays in
hadronic modes provide a clean sampl®afecays opposite the hadronic “tags,” where
studies of Semileptonic decays can be conducted.

To begin our study oD semileptonic decays, we must first identify events in the
CLEO-cy(3770) data which contain pairs of tag and semileptonic candidates. These are
themselves composed of candidate pions, kaons, electrons and photons. Below, we first
describe the particle identification criteria and then the requirements that combinations

of these particles must satisfy to become tag or semileptonic candidates.

4.1 Tracks

Candidate electrons, charged kaons and charged pions are all selected from tracks in
the drift chamber. In each case, the track must satisfy the following basic track quality
criteria:

e 0.05< p<20GeV

e |db < 0.005 m

e |200<0.05m

e x? <100000

e hit fraction> 0.5
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e |cosH| < 0.93,

wherep is the measured momentum of the tradkj and|z0| are the distances from the
track’s production vertex to the beam interaction point in xlgglane and along the
axis respectivelyy? refers to the quality of the track fit, hit fraction is the fraction of
layers in the drift chamber that registered the track and¢®she angle between the
track and thez axis. Charged track reconstructiofiieiencies are approximately 84%
for kaons and 89% for pions and electrons; lost tracks witb@sd| < 0.93 are almost

exclusively due to particle decay in flight and material interaction in the drift chambers.

4.2 Electrons

Electron candidates are selected from good-quality tracks pvith200 MeV, co9 <

0.9, 05 < E/p < 15 and—3.0 < o399 < 35, whereE is the calorimeter energy
associated with the track and®?* measures the deviation of the track’s energy deposi-
tion in the drift chamber from that expected for an electron. For each track fulfilling all
these criteria, a combined likelihodd is constructed based dty p, dE/dxand RICH
information such that & # < 1, where are tracks witif = O are least likely to be
electrons and tracks with = 1 are most likely to be electrons. We require that 0.8.

The dficiency for electron identification is about 50% at the low momentum threshhold
of 200 MeV/c, rises sharply to 92% at 300 Mé&¥ and varies mildly as a function of
momentum beyond 300 Meg¥d. Roughly 0.1% of charged hadrons satisfy the electron

identification criteria.

4.3 Photons

Final state radiation can cause mismeasurements of any of the charged patrticles in our

events. Because of their low mass compared to the other particles of interest here, elec-
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trons are most likely to undergo FSR. To reduce tfieat of FSR on our measurements,
we attempt to recover photons, which we term “bremsstrahlung photons,” in the neigh-

borhood of the electrons by identifying calorimeter showers that:

e are not from hot crystals,
e have energy greater than 30 MeV,

e are not matched to tracks

and have momentum within 5 degrees of the electron track.

4.4 Charged Hadrons

Charged pions are identified from good quality tracks whaisgd x information is con-
sistent with a pion hypothesis within three standard deviatiana likelihood (£) de-
signed to separate charged pions from charged kaons is formed from RICH & dE
information such that tracks witlf > 0 are more likely to be pions than kaons and
tracks withL < 0 are more likely to be kaons than pions. We require pion candidates
satisfy £ > 0. Charged kaons are identified in a similar manner; kaon candidates are
required to be good tracks withE/dx information consistent within@ of a kaon hy-
pothesis and havé€ < 0. Given a properly reconstructed track, hadron identification

efficiencies are approximately 95%, with midisdentifaction rates of a few percent.

4.5 Neutral Hadrons

Neutral pions are reconstructed by combining pairs good-quality showers (as defined
above for bremsstrahlung showers) that have shower shape parameters consistent with
photons. Ther’s are required to satisfy a three sigma mass cut, and when muifiple

are found opposite the tag, we choosestheandidate with invariant mass closest to the
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nominalz® mass. Hiciencies forr® reconstruction vary from 40% at a momentum of
100 MeV/c to 60% at 900 MeYk.

Neutral kaons are reconstructed Wa — n*7~ by combining pairs of oppositely
charged vertex constrained tracks that are withim 8f the nominalKs mass. This
procedure results in K2 mass resolution of 2-2.5 M&¥ and aKQ reconstruction
efficiency of around 94%. When multipkss candidates are found opposite the tag, we

choose the candidate with invariant mass closest to the nolkgalass.

4.6 Tag Decays

Tag decays are reconstructed from combinations of charged and neutral hadrons in three
D° tag modes® — K*z~, D° - K*z 7% andD® — K*z 7 x*) and sixD* tag modes

(D - K'nn, D" = Ktnna® D- - K%, D- —» K% 2% D —» Kormn*

andD~ — K*K~7"). Tag candidates must satisfy tMac = /EZ.,.— P4y andAE =

Epeam— Etag CUtS shown in Tabld.1 In events with multiple candidates, we choose the

Table 4.1:AE= Epeam— Etag requirements for Tag reconstruction

mode AE cut

DY -» K xt —-0.030< AE < 0.030 1858 < Mpc < 1.874

D » K 7*n® —-0.050< AE < 0.044 1858 < Mpc < 1.874

D° » K #*tn*ta~ —0.020< AE < 0.020 1858 < Mpc < 1.874
D* - K ntat -0.0232< AE < 0.0232 18628< Mgc < 1.8788
D* - K n*tnta® -0.0276< AE < 0.0276 18628< Mpgc < 1.8788
Dt - Kgn+ -0.0272< AE < 0.0272 18628< Mgc < 1.8788
Dt - Kgn+7r° —-0.0366< AE < 0.0366 18628< Mpc < 1.8788
D* - K%*n*t7x~ 0.0159< AE < 0.0159 18628< Mg < 1.8788
D* - K*K 2t -0.0138< AE < 0.0138 18628< Mgc < 1.8788

candidate per tag mode per flavor that has the smallest valige.of
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4.7 Semileptonic Decays

For each tag satisfying the criteria above, we search for el¢oteson pairs opposite
the tag that are consistent withD — 7~ e*v,, D° —» K- €e*v,, D* — n%*ve or D* —
IZOe*ve. ForD® — n e'v, andD® — K-e'v,, the electron and meson are required to
have opposite charge. F&r* — n%*v, andD* — KO*v,, the electron and tag are

required to have opposite charge.
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CHAPTER 5
PARTIAL RATES

Our most fundamental measurements are tlfierdintial semileptonic rates integrated
over sevemy’ bins forD® — n~e*ve andD* — n%*v, and nineg? bins forD® — K-e*v,
andD* — K%"y.. We denote these M = f 4L do?. To measure the partial rates, we
first determine the number of observed tags (“tag yields; 95“, in each tag mode.

This is related to the number of tags that actually occum, via:

Nobsa
NY = 29 (5.1)

ftag

whereet, is the reconstructionfciency for tag mode. We then determine the number
of events with both a tag and semileptonic candidate. These “signal yiaﬁiﬁ%‘”, are
determined separately for each tag madandg? bin j. The signal yields are related
to the actual number of tag-semileptonic combinations that occurred ingéddh, n¢,
via:

ob5a _ Z na I(T’ (5.2)
wheree are the elements of a matrix that describes fifieiency and smearing across
g? bins associated with tag and semileptonic reconstruction. As the number of tag-
semileptonic combinations that occurred is a function of the number of tag decays and

the diferential semileptonic decay rati,/dc¢?, we can rewrite Eg5.2as:

obsa Nt(ZlgTDZ ”f (5.3)

where the integration is over the width gf bin i. Combining this with equatios.1
and solving for the dferential rate, we obtain a simple formula for extracting the partial

rates:

AT;

dar
Tl
1 6{219 Z —1 obsa
(5.4)

obsa
Ntag

38



The following sections describe the extraction of the tag and signal yiblt?;gi“(
andn®s?), the tagging #iciencies &g and the signal smearing anflieiency matrices

€ With all of these numbers in hand, we then extract the partial rates.

5.1 Tag Yields

The beam constrained mad$dgc) distributions of tag candidates in data passing all tag
selection criteria except those diyc are shown in Figurd.1 We fit these distributions
using an unbinned likelihood fit that mirrors that used by aadronic analysis of the
initial 281 pb* of CLEO-c data?9]. For the signal shape, we use three RooDLineShape
functions, described irB0]. RooDLineShape is a probability density function designed
to take into account the natura{3770) line shape, beam energy resolution, momentum
resolution and initial state radiatioritects. The relative widths and normalizations of
the three signal shapes are fixed to values determined Wy ttaeronic analysis using

Monte Carlo.

The line shape requires a number of input parameters, and we again use values from
by theD Hadronic analysis: the mass and width of #{@770) are taken to be 3771.8
MeV and 28.5 MeV, respectively, the Blatt-Weisskopf interaction radius is set to 12.3
GeV! and the beam energy spread is fixed to 2.1 MeV. For the background shape, we

use an ARGUS functior[l], modified to allow the power parameter to float:

mz)" ef(l—ﬁ)

(MBC; mOaf,P) = AMbC(l_ % m(zl . (55)

The background and signal levels estimated by the fits are shown in Fgurdag
yields are estimated by counting candidates inhg range given in Tabld.1 after
subtracting the fitted background from the data distributions. The results are shown in

Table5.1
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Figure 5.1:Mgc distributions of tag candidates in data (points), with fits (solid
line) and background levels estimated by fits (dotted line).
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Table 5.1: Tag Yields in Data

mode Tag Yield in Data

DY - K—n* 149616+ 392
D% —» K 7*n® 284617+ 589
DY » K 7n*ntn 227536+ 517
D* - K n'n* 233670+ 497
DY - K r*n*n® 69798+ 330
D* — Kir* 33870+ 194
D* - Kir*n® 74842+ 357
D* » Koz ntn 49117+ 323
D* - K*K™#* 19926+ 171

5.2 Tagging Hficiencies

We estimate tagging#ciencies from the generic Monte Carlo sample by first obtaining
tag yields in Monte Carlo in the same manner described above for data, with some

features in the signal lineshape altered such that:

e The mass of the¢(3770) is fixed to 3772.4 MeV
e The width of they(3770) is fixed to 23.5 MeV

e Blatt-Weisskopf interaction radius is set to 15 GéV

The tag yields in Monte Carlo, along with the counted number of each tag decay at

generator level and the resulting taggirfficgency for each mode is given in Tal3e2

5.3 Signal Yields

D semileptonic signal yields can be extracted from a variety of distributions. We have
chosen the distribution of a variable, termed 'U’, which is thfedence between the

missing energy and missing momentum of an event:
U = Emiss— |Pmisd (56)
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Table 5.2: Tag Yields andfkciencies in Generic Monte Carlo

~ mode Tag Yield Number generated Taffi&ency (%)
DY - K¥n~ 2918504+ 1709 4468232 682+ 0.04
D% K*n7n® 5543510+ 2491 15771736 355+ 0.02
D° —» K nnt 4326474+ 2162 9498773 455+ 0.02
D™ - K2 n~ 4879314+ 2238 8804756 582+ 0.03
D~ —» Kz na® 1519769+ 1410 5548121 239+ 0.03
D™ — K~ 629478+ 802 1231951 510+ 0.07
D~ — K% n® 1579426+ 1431 5502567 284+ 0.03
D~ — K7 nnt 1042612+ 1193 2392207 438 + 0.05
D~ - K*K#~ 389963+ 689 927005 4D7 + 0.07

where

Emiss: Ebeam_ Ehe

I:)miss = _Ptag - I:)he (5-7)
and

Ehe = EK/7r + Ee + Ebrem

Phe = PK/n + Pe + I:)brem' (5-8)

In these expressionBg,, andE,, are the measured momentum and energy of the kaon

or pion, P andE. are the measured momentum and energy of the electroranand

Purem are the measured energy and momentum of any bremsstrahlung photons that were
reconstructedPy,q is the measured momentum of the tag, with magnitude constrained

by the beam energy and mass of heneson:

_ / 2 2 P
Ptag - Ebeam_ MD Ptag,meas

All of the energy and momenta used to define U must be in a well defined frame; because

the energy of eacB is equal to the beam energy only in tiee™ center-of-mass frame,
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this is a convenient choice. Momentum vectors measured in the laboratory frame are
boosted to the center-of-mass frame by correcting for the sghatltotal momentum
arising from the beam crossing angle.

U distributions in data are shown in figure22. For semileptonic candidates which
are correctly reconstructed, the missing neutrino causes the U distribution to peak at
zero, the shape of the distribution being roughly Gaussian due to finite detector reso-
lution. Misreconstructed candidates and various types of backgrounds generally have
non-zero U values. Although other distributions, such as missing mass, could also be
used, the U distribution has been found to have excellent signal to background separa-
tion.

Both D® — K-e*v, andD* — K%y, have very small backgrounds that are dom-
inated byD — K*ev, while the backgrounds iD° — n~e*v, andD* — n%*v, are
larger. TheD* — n%*v, background is dominated By* — K%*v, — 7%7%y. Simi-
larly, D° — K~e*v, makes up a large portion of ti@° — n~e*v, background, but this

mode is also fiected by other significant backgrounds sucibds- p~e*ve.

5.3.1 Definition of?

Signal yields are binned ig?, the invariant mass squared of the electron-neutrino sys-
tem:

0 = (E, + E)® = IP, + Pgf? (5.9)

We take the neutrino energy to be the missing energy of the event, defined abaove.
The neutrino momentum is defined as the missing momentum of the event constrained

so that the magnitude of the missing momentum is equal to the missing energy:

Pv = EmissISmiss (5-10)
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The calculation off is done in thes" e~ center of mass frame. Measured in signal Monte
Carlo, theg? resolution is approximately 0.008 GéVh all modes buD* — n%*ve,
where it is 0.014 Ge¥

ForD° — nefve andD* — n%"v,, we divide our samples into @ bins defined
by: [0,0.3), [0.3,0.6), [0.6,0.9), [0.9,1.2), [1.2,1.5), [1.5,2.0), [RDPGeV2. ForD° —
K-e"ve andD* — Kle*v,, we use 92 bins defined by: [0,0.2), [0.2,0.4), [0.4,0.6),
[0.6,0.8), [0.8,1.0), [1.0,1.2), [1.2,1.4), [1.4,1.6), [&5,GeV2. In all cases, we fit the

U distribution for eachy? bin and each tag mode separately.

5.3.2 Fitting Shapes

For the signal shape, we take as a starting point the U distributions of signal Monte
Carlo. Our studies find U resolutions in data are around 12 MeD%n— netve,
D° - K- e*v, andD* — K%'y, and 28 MeV inD* — n%"v.. Monte Carlo U
resolutions are slightly narrower: around 11 MeVDA — n~e*v,, D° — K€"y, and
D* — Koewe and 24 MeV inD* — 7%"v,. U distribution tails are also somewhat
larger in data. As we have been unable to determine the cause of these discrepancies,
we account for them by convolving the signal shape with a double Gaussian. The widths
of the two Gaussians and their relative normalization are fixed to parameters that vary
with semileptonic mode, and were determined by manually varying the parameters and
choosing the value that minimized the likelihood (defined in Equaiidd) summed
over tag modes and? bins. The width of the narrower(wider) Gaussian is fixed to
6(30), 5(30), 13(35) and 7(35) MeV f@° — 7 €e*ve, D° — K-€*v,, D* — n%"v, and
D* — KOty respectively, while the normalization of the second Gaussian is fixed to
5%, 4%, 7% and 3% of the first, for each mode respectively.

Treatment of background shapes varies somewhat with semileptonic mode. Each

mode has a very small background from idB-sourcesée — g continuum, radiative
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returns ancee — 77). We take the shape of this background from the Monte Carlo
samples for these sources, which are equivalent to five times the data luminosity, and
fix the normalization of this shape tg5L All DD backgrounds are taken from the 20x
generic Monte Carlo Samples. The normalizations of@he— KOy, background to

D* — n%"v. and theD® — K~-e*v, background td° — n~e*v, are fixed to the values

that minimize the combined likelihood for aif bins and all tag modes. If branching
fractions and fake rates were exactly correct in the Monte Carlo, we would expect this
normalization to be 0.05 (the ratio of luminosities in data and Monte Carlo). However,
we find that the chisquare minimizing values are 0.03<Lfor— K"y, and 0.061 for

D% — K-e*ve. The high normalization preferred f@° — K-e*v, indicates that the

K* — n* fake rate is higher in data than in Monte Carlo. This is compatible with studies
of 7* andK* fake rates found ind2] and [29]. Most of theD* — KOy, background

to D* — n%*v. is due toKQ — 7%7° decays. The lower normalization preferred for this
background indicates that th€ finding eficiency is~ 10% perz® lower in data than in
Monte Carlo. This is the same sign and scale found in CLEfS{inding systematics
studies B3]. In D° — ne*ve, we fix the background frond® — p~e*vy, to the ratio

of tag yields in data and Monte Carlo. In each semileptonic mod@lﬁlbackground
modes not mentioned above are combined into a single shape whose normalization is

allowed to float.

5.3.3 Fitting Function

To extract semileptonic signal yields, we use a binned likelihood fitting technique de-
scribed in R2]. We vary fit parameterg in order to optimize agreement between the

expected number of candidates in each bin ofuhdistribution (7(5) = 1(0), ...,vN(§))
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and the number observed in datie{ n, ..., ny). The optimal parameters minimize:

N

wolk (5.11)

N
—2InL@) =2 [vi(e) —n+nln
i=1

In bins where the number of observed candidates is zero, the last term is zero. The
last term is not well defined in the case where the number of observed candidates is
non-zero but the number predicted is zero. This can occur due to finite Monte Carlo
statistics or incorrect modeling of backgrounds in the Monte Carlo. In cases where the
Monte Carlo predicts zero candidates but where there are nonzero candidates in data, we
set the number of expected candidates 1@.05, equivalent to one event being present
in the Monte Carlo. The actual number used by the fitter is taken from the ratio of tag
yields in data and Monte Carlo for the tag mode in question.

For example, in the case 8° — n~ev,, the expected number of candidates in bin
iis:

Ntag,d ata

Vi = XsigNsigi + XkenuNkev,i + Npev + XotherNother,i,

Ntag MC

where Ngigi, Nkey, Noeyj are the number ob® — ne*v, (after the double Gaussian
smear),D® — K-e'v, andD® — p~-e*v, candidates irith bin of the Monte Carlo

U distributions. The number of events in all modes other tB4n— 7~ e*v,, D° —

K-etve andD® — p~€e'v, is given byNgnei. The fitting parameters arjg and Xother

— the normalizations of the signal and combined background shapes respectively. The

normalization of the fixedD® — K~e*v, background is given byye,.

5.3.4 Signal Yield Results

The results of the signal yield fits, including final fit parameters, signal yields and log-
likelihoods are shown in Tablegs3- 5.7. The signal yield for a particular fit is taken
from the normalization of the signal shape. An advantage of a binned likelihood fit is

that, unlike an unbinned likelihood fit, it allows a goodness of fit test, since, for large
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sample sizes, the likelihood function given in Exl1 obeys ay? distribution 2.
Given the 17 U bins used in the fits and 2 free parameters of the fit, we would expect the
likelihoods to be around 1% 6. The fits themselves and residuals summed g¥ere

available in Figure4-26 of the Appendix.

Table 5.3: Signal Yield Fit Results f@° — 7~e"v.. Fit parameterssi; andXother
give the normalizations of the signal and 'other’ background shapes.

Tag Mode ¢f bin Xsig Xother -2InL  Yield
Knr 1 0.00A0.001 0.06@0.016 19 588
Kr 2 0.005:0.001 0.03%0.015 24 437
Kr 3 0.006:0.001 0.05&0.019 15 5%7
Kr 4 0.0040.001 0.0290.016 14 487
K 5 0.0040.001 0.0060.013 17 4%7
Knr 6 0.005:0.001 0.0260.016 11 467
Knr 7 0.00A0.001 0.0720.010 5 346

Kn? 1 0.006:0.001 0.06&0.011 13 9610
Knan® 2 0.006:0.001 0.0440.011 13 10611
Kn® 3 0.006:0.001 0.0480.014 19 8310
Kn® 4 0.006:0.001 0.0490.014 22 8910
Kan® 5 0.006:0.001 0.0280.015 16 749
Kn® 6 0.005:0.001 0.0480.012 20 789
Kn® 7 0.0040.001 0.0620.006 32 689
Krnm 1 0.0040.001 0.0430.012 12 9610
Krnm 2 0.0040.001 0.08%0.016 16 8510
Krnm 3 0.006:0.001 0.0720.019 27 649
Krnm 4 0.006:0.001 0.0590.015 15 5%8
Krnm 5 0.005:-0.001 0.08#0.022 22 467
Krnm 6 0.005:0.001 0.06%0.015 10 568
Krnm 7 0.008:0.001 0.0690.008 21 5%8
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Table 5.4: Signal Yield Fit Results f@° — K-e*v,. Fit parameterssig andXother
give the normalizations of the signal and 'other’ background shapes.

Tag Mode ¢ bin Xsig Xother -2InL  Yield
Kr 1 0.0072-:0.0003 0.05560.0088 9 60225
Knr 2 0.007@-0.0003 0.051#0.0100 7 54424
Knr 3 0.00740.0003 0.059%0.0110 15 54824
Kr 4 0.007@-0.0003 0.04380.0095 8 43521
Kmr 5 0.0075-0.0004 0.03760.0091 10 38620
Knr 6 0.0062-0.0004 0.036#0.0093 17 26617
Kr 7 0.0073:0.0005 0.05040.0111 9 19214
Kr 8 0.00640.0007 0.07520.0136 10 9&%10
Knr 9 0.00980.0015 0.056280.0145 15 447

Kn® 1 0.0074:0.0002 0.03940.0052 33 123936
Kn® 2 0.0072-:0.0002 0.04720.0071 12 111234
K 3 0.006&0.0002 0.05920.0081 19 94%32
Kn® 4 0.0074:0.0003 0.049%0.0072 5 91231
K 5 0.00710.0003 0.047#0.0069 21 T2%28
K 6 0.0072-:0.0003 0.05580.0075 10 54824
Kan® 7 0.00780.0004 0.03840.0071 15 40321
Krr® 8 0.0072-0.0005 0.06220.0088 17 22115
KnO 9 0.00730.0010 0.06120.0114 28 659

Krnm 1 0.0073:0.0002 0.04720.0067 17 90931
Krnm 2 0.00740.0003 0.051380.0084 21 88530
Krnm 3 0.00720.0003 0.05620.0087 11 83130
Knnm 4 0.0075-0.0003 0.03580.0072 24 68827
Krnm 5 0.0072-:0.0003 0.056%20.0077 17 54924
Krnr 6 0.0075-0.0004 0.03620.0073 16 42921
Krnm 7 0.00810.0005 0.04520.0082 11 31818
Knnn 8 0.0085-0.0007 0.062%0.0101 21 18014
Knnn 9 0.0086:0.0012 0.044%0.0101 14 5#8
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Table 5.5: Signal Yield Fit Results f@* — #%"v.. Fit parameterssi; andXother
give the normalizations of the signal and 'other’ background shapes.

Tag Mode ¢f bin Xsig Xother -2InL  Yield
Krr 1 0.00%40.001 0.1090.044 22 7319
Krr 2 0.008:0.001 0.1220.077 26 7319
Krr 3 0.0040.001 0.0080.061 23 568
Krr 4 0.008:0.001 0.04&0.061 10 598
Krr 5 0.009:0.001 0.2020.081 21 518
Krr 6 0.008:0.001 0.0220.035 22 599
Knr 7 0.006:0.001 0.0960.026 25 439

Krnr© 1 0.0040.002 0.0880.058 10 285
Kann® 2 0.006:0.002 0.08a.0.082 17 195
Kannr® 3 0.009:0.002 0.2680.112 17 235
Kannr® 4 0.008:0.002 0.0080.021 13 195
Kanr® 5 0.003:0.002 0.09&0.102 18 4
Kann® 6 0.008:0.002 0.03%0.042 15 145
Kranr® 7 0.004:0.002 0.10a0.040 11 a5
K% 1 0.013:0.003 0.0960.117 11 144
KO 2 0.008:0.003 0.00&1.007 18 183
KO 3 0.008:0.003 0.0280.161 22 a3
KO 4 0.009:-0.003 0.0080.062 16 a3
KO 5 0.004:0.003 0.01%0.317 12 32
KO 6 0.003:0.002 0.68#0.291 17 32
KO 7 0.009:0.004 0.1690.078 8 3
K90 1 0.008:0.002 0.01#0.055 39 265
KOO 2 0.008:0.002 0.2140.119 19 245
KO%n0 3 0.005:0.002 0.00&0.258 9 154
KO0 4 0.006:0.002 0.0160.108 8 134
KO7n0 5 0.012:0.003 0.01%0.061 12 245
KO97n0 6 0.006:0.002 0.0080.387 11 154
KO97n0 7 0.013:0.003 0.054.0.037 17 256
K%nr 1 0.006:0.002 0.16#£0.101 13 124
KOrnr 2 0.00%40.002 0.0080.049 19 144
KO 3 0.00740.002 0.0080.097 18 124
KO 4 0.0110.003 0.0080.060 8 144
KOrnr 5 0.008:0.003 0.0080.166 11 183
KOrnr 6 0.00A0.003 0.0330.073 23 184
KOrnr 7 0.009:0.003 0.0080.028 21 135
KKrnr 1 0.005:0.004 0.05%0.077 22 43
KKrnr 2 0.00%40.004 0.0540.100 17 53
KKrnr 3 0.016:0.005 0.0080.038 14 183
KKrnr 4 0.00740.004 0.0080.023 16 42
KKr 5 0.009:0.005 0.0080.128 20 42
KK 6 0.004:0.004 0.1340.077 19 A2
KKr 7 0.003:0.004 0.1330.052 19 a2

49



Table 5.6: Signal Yield Fit Results f@* — KOe"y,, first three tag modes. Fit pa-
rameters<;y andXqier give the normalizations of the signal and 'other’

background shapes

Tag Mode ¢ bin Xsig Xother -2InL  Yield
Knr 1 0.0083:0.0003 0.03140.0062 13 84630
Knn 2 0.008G-:0.0003 0.06490.0093 25 73828
Knr 3 0.00850.0003 0.04280.0077 16 69827
Knn 4 0.0086:0.0004 0.04450.0078 14 61825
Knr 5 0.00780.0004 0.05020.0080 17 44622
Knr 6 0.0095-0.0005 0.04880.0088 23 41921
Knr 7 0.00780.0005 0.05980.0089 20 24516
Knn 8 0.00780.0007 0.04280.0075 14 14412
Knn 9 0.0082:0.0012 0.053%0.0089 9 669

Krrn® 1 0.0074:0.0005 0.045%0.0131 5 23516
Krran® 2 0.0084:0.0005 0.02500.0113 24 23216
Krran® 3 0.00710.0005 0.04560.0145 14 18214
Krrn® 4 0.00830.0006 0.07090.0162 26 18114
Krrr® 5 0.007%0.0007 0.07380.0164 15 13312
Krrr® 6 0.0077Z0.0008 0.03520.0116 21 10411
Krrar® 7 0.0066:0.0009 0.06180.0157 23 648
Krrn® 8 0.0056:0.0010 0.04110.0122 15 326
Krrn® 9 0.0082:0.0021 0.04590.0141 18 185
KOz 1 0.00820.0008 0.07120.0229 11 11811
K°r 2 0.0104:0.0010 0.01060.0155 15 12311
KOr 3 0.0084:0.0009 0.04090.0208 18 9810
KOr 4 0.010%0.0011 0.06720.0262 17 9810
K°r 5 0.0087%0.0011 0.071120.0268 23 628
K°r 6 0.0094:0.0013 0.06420.0275 19 538
K°r 7 0.0109-0.0017 0.03580.0193 10 447
KOr 8 0.01050.0021 0.07020.0239 23 285
KOr 9 0.012G:0.0037 0.04780.0243 19 114
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Table 5.7: Signal Yield Fit Results fd* — KO*y,, second three tag modes.
Fit parameterssig and Xqer give the normalizations of the signal and

‘other’ background shapes

Tag Mode ¢ bin Xsig Xother -2InL  Yield
KOO 1 0.008%0.0005 0.03380.0101 19 26%17
KOrnO 2 0.007@-:0.0005 0.06320.0155 15 20%15
KOrnO 3 0.0084:0.0006 0.04480.0143 15 22215
KOrnO 4 0.0086:0.0006 0.01220.0092 17 19614
KOrnO 5 0.007%0.0007 0.02020.0101 28 13212
KOrnO 6 0.008@-:0.0008 0.04390.0127 20 11411
KOrnO 7 0.0092:0.0010 0.05140.0139 9 9310
KOrnO 8 0.0062-0.0011 0.025%0.0109 16 47
KOrnO 9 0.0063:0.0017 0.04520.0138 12 144
KOrnn 1 0.008G:0.0006 0.05340.0156 21 17313
KO 2 0.0075:0.0006 0.03520.0157 14  14%12
KOnnn 3 0.0079:0.0007 0.03880.0163 14 13612
KOnnn 4 0.007%0.0007 0.05920.0161 16 11211
KOrnn 5 0.0082:0.0009 0.066%0.0203 23 9710
KOrnn 6 0.0086:0.0010 0.06420.0202 11 799
KOrnn 7 0.0076:0.0011 0.07120.0199 11 497
KOrnn 8 0.00680.0014 0.03290.0150 20 265
KOnnn 9 0.006@:0.0021 0.042@80.0168 17 a3
KKr 1 0.008%0.0010 0.05810.0248 20 678
KKr 2 0.0082:0.0011 0.008%0.0152 10 598
KKr 3 0.009%0.0012 0.01020.0141 11 648
KKnr 4 0.00730.0012 0.08720.0306 17 417
KKnr 5 0.0076:0.0013 0.02980.0227 12 356
KKnr 6 0.011%0.0018 0.02010.0178 8 406
KKr 7 0.00780.0019 0.06320.0294 8 195
KK 8 0.0056:0.0020 0.062%50.0294 12 83
KKr 9 0.0082:0.0041 0.04880.0274 9 52
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5.4 Signal Hficiency Matrices

In 5.3, we described our extraction of signal yields in bingjofThese yields dier from
the true spectra because of reconstructiofficiency and smearing of the reconstructed
g?, which moves some events out of the cormggcbin. To handle both of thesdfects,
we define an ficiency matriin‘]f that relates the number of reconstructed decays in the
ith bin (ni"bsa) to the number that occurred in thth bin (ncj’). The superscript refers
to the tag mode. Specifically,

s = 3 e (5.12)

i

where the summation is over the numbegodbins (seven foD® — n~e*ve andD* —
%"y, and nine forD® - K-e*yv, andD* — Kle*vs).

We determine theficiency matrix separately for each tag and semileptonic mode
using the signal Monte Carlo, reweighted for known biases in the electron reconstruction
and hadron identificationfiéciencies. Eacla gives the fraction of events generated in
¢? bin j with tag modec that are reconstructed igf bin i with the same tag. The
efficiency matrix thus accounts for reconstruction of both the signal decay and the tag.
In the case oD* — K_°e+ve, the dficiency matrix includes th&s — n*n~ branching
fraction and theKs amplitude. The ficiency matrices foD° — n~e*v, andD°® —
K-e*ve versus theD® — K*z~ tag and forD* — n%*v, andD* — K%, versus the
D- —» K*zn~n tag are shown in Table.8 The diagonal elements range from about
0.05 to 0.5 depending on the semileptonic and tag mode, and the correlatiboieoe
between neighboring bins ranges between 2% and 15% depending on the semileptonic

and tag mode.
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Table 5.8: Selectedi&ciency matrices in percent. Columns give the tgadin i,

while rows give the reconstructed (Reg)bin j. The elements account
for the reconstructionféciencies of both the tag and the semileptonic
decay. The statistical uncertainties in the least significant digits are
given in the parentheses.

DO - n’e*ve,lz_)o — Ktn

Recq? | Trueq? (GeV?)

GeV?) | [003) [0306) [0609) [0912) [L215 [1520) [0,

[0,0.3) | 40.99(34) 1.18(8) 0.02(1) 0000)  0000)  0000)  0.00(0)

[03,06) | 076(6) 42.39(36) 155(10)  001(1)  0.00(0)  0.000)  0.00(0)

[06,09) | 004(1) 112(8) 4456(38) 154(10) 002(1)  0.000)  0.00(0)

[09,12) | 002(1)  0.082) 1.09(8) 4573(41) 1.37(10) 0.03(1)  0.00(0)

[12,15) | 001(1)  0.03(1)  0.09(2) 1.33(9) 46.09(44) 091(8)  0.00(0)

[1520) | 001(1)  0.02(1) 0.02(1) 0.11(3)  1.20(10) 47.00(40)  0.74(8)

[20,00) | 0.000)  0.00(0) 0.01(1) 002(1)  004(2)  056(6) 47.32(48)

D% - K-etve, DO — K*7~

Recq? | Trued? (Gel?)

GeV®) | [0,02) [0204) [0.406) [0608) [0.81.0) [1012) [L2,14) [L416) )6,

[0,02) | 35.13(10) 1.27(2) 0.04(1) 000(0)  0000)  0.000)  0000)  0000)  0.000)
[02,04) | 0.0069(2) 3557(11)  1.63(3) 0.05(1)  0.000)  001(0)  0.000)  0.000)  0.00(0)
[0.4,06) | 0.000200) 0.0086(2) 37.18(11) 1.83(Q3)  006(1) 001(0) 0010)  001(0)  0.01(1)
[06,08) | 001(0)  0.02(0) 0.95(2) 3840(13) 181(4)  0.05(1)  0.000)  0.000)  0.00(0)
[0810) | 001(0)  0.02(0) 0.05(1) 1.003) 39.31(14) 1.65(4)  0.04(1)  0.01(0)  0.00(0)
[10,12) | 001(0)  0.01(0)  0.03(0) 004(1)  091(3) 3895(16) 1.55(5)  0.01(1)  0.00(0)
[12,14) | 0000)  0.00(0) 0.01(0) 001(0)  004(1)  081(3) 3841(19) 1.49(6)  0.00(0)
[14,16) | 0000)  0.00(0) 0.00(0) 0.0000)  0.01(0)  0.02(0) 0.0063(3) 36.41(25) 1.24(9)
[16,) | 0.000) 0000  0.000) 0000)  0000) 0000) 001(0)  040(3)  30.10(38)

D* - %"y, D™ — Ktnn™

Recq? | Trueq? (GeV?)

GeV?) | [003) [0306) [0609) [0912) [L215 [1520) [0,

[0,0.3) | 22.44(20)  0.83(5) 0.02(1) 000(0)  0.000)  0000)  0.0000)
[03,06) | 1.235) 21.69(21)  1.02(5) 001(1)  0.000)  0.000)  0.00(0)
[06,09) | 003(1) 162(6) 0212322) 1.146)  001(1)  0.000)  0.00(0)
09,12) | 00201)  0.03(1) 175(7)  2.112(23) 1.05(6)  0.000)  0.00(0)
[12,15) | 002(1)  0.03(1)  0.06(1) 161(7) 19.72(25) 0.654)  0.00(0)
[1520) | 002(1)  0.03(1) 0.04(1) 0.13(2)  147(7) 2050(22)  0.49(5)

20,0) | 017(2)  0.19(2) 0.31(3) 047(4)  070(5)  1.65(7) 22.81(27)

D* - Koewe, D - Ktnn~

Recq? | Trueo? (Gel?)

GeV®) | [0,02) [0204) [0.406) [0608) [0.810) [10,12) [L214) [L416) )6,
[0,02) | 20.62(6)  0.01(1) 0.00(0) 000(0)  000(0)  0.000)  0000)  0000)  0.0000)
[02,04) | 000(1) 2031(6)  0.01(2) 0.0000)  0.00(0)  0.000)  0000)  0000)  0.00(0)
[0.406) | 0000)  001(1) 2054(7) 001(2)  0000) 0000)  0.000)  0.000)  0.00(0)
[06,08) | 0000)  0.00(0) 001(1)  21.07(7) 001(2)  0.000)  0000)  0000)  0.00(0)
[08,10) | 0.000)  0.00(0) 0.00(0) 001(1) 21.07() 001(2)  0000)  0.000)  0.00(0)
[10,12) | 0.000)  0.000)  0.00(0) 0000)  001(1) 21.109 001(4)  0000)  0.00(0)
[12,14) | 0000)  0.00(0) 0.00(0) 0000)  000(0) 001(2) 21.63(15) 0.01(3)  0.0000(0)
[14,16) | 0000)  0.00(0) 0.00(0) 0.000)  0.000)  0000)  001(3) 21.89(15)  0.01(6)
[16,) | 0.000) 0000)  0.000) 0000)  0000)  0000)  0.00(1)  0.00Q2) 22.42(24)
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Table 5.9: The partial rates and statistical covariance matriDfor—» 7~€e*ve.
The statistical uncertainties in the least significant digits are given in
the parentheses.

@ (GeV?)
[00.3) [0.306) [0609) [0912) [1215) [1520) [2)

Al(secl) | 1.40(9) 1.23(8) 1.02(8) 097(7) 0.78(7) 0.84(7) 0.79(6)
9 (GeV?)

[0.0,03) | 0.0091  -0.0004 0 0 0 0 0
[0.3,06) | -0.0004 0.008  -0.0004 0 0 0 0
[0.6,0.9) 0 -0.0004  0.0065  -0.0003 0 0 0
[0.9,1.2) 0 0 -0.0003  0.0062  -0.0003 0 0
[1.2,15) 0 0 0 -0.0003  0.0049  -0.0002 0
[1.5,2.0) 0 0 0 0 -0.0002  0.005  -0.0001

[2.0, ) 0 0 0 0 0 -0.0001  0.0047

Table 5.10: The partial rates and statistical covariance matripfors K-e*ve.
The statistical uncertainties in the least significant digits are given in
the parentheses.

o? (GeV?)
[0,0.2) [0.2,04) [04,06) [0.60.8) [0.810) [1.0,1.2) [1.2,14) [14,16) )6,

Al(secl) | 17.84(36) 15.85(34) 13.91(32) 11.68(28) 9.36(25) 7.08(22) 5.34(19) 3.07(15) 1.27(10)
o* (GeV?)

[00,02) | 01317  -0.0068  0.0006 0.0003  0.0002  0.0002  0.0001 0 0
[0.2,0.4) -0.0068 0.1204 -0.0075 0.0005 0.0002 0.0001 0.0001 0 0
[0.4,06) | 00006  -0.0075 0.103 -0.0066  0.0003 0 0.0001 0 0
[0.6,08) | 0.0003 0.0005  -0.0066  0.0833  -0.0052  0.0002 0 0 0
[0.8,1.0) 0.0002 0.0002 0.0003 -0.0052 0.0651 -0.0036 0.0001 0 0
[1.0,12) | 0.0002 0.0001 0 0.0002  -0.0036  0.0495  -0.0025 0 0
[1.2,1.4) | 0.0001 0.0001 0.0001 0 0.0001  -0.0025  0.0377  -0.0015 0
[1.4,1.6) 0 0 0 0 0 0 -0.0015 0.0227 -0.0007

[1.6, 0) 0 0 0 0 0 0 0 -0.0007  0.0115
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Table 5.11: The partial rates and statistical covariance matriofors 7%e*ve.
The statistical uncertainties in the least significant digits are given in
the parentheses.

o? (GeV?)
[0,03) [0.3,0.6) [0.609) [0912) [L215) [1520) [,
AT(secl) | 0.71(6) 0.65(6) 0.56(6) 0.56(6) 0.48(6) 0.53(6) 0.37(6)
o* (GeV?)
[0.0,03) | 0.0043  -0.0004 0 0 0 0 0
[0.3,06) | -0.0004 0.0045  -0.0005 0 0 0 0
[0.6,0.9) 0 -0.0005  0.004  -0.0005 0 0 0
[0.9,12) 0 0 -0.0005  0.004  -0.0005 0 0
[1.2,15) 0 0 0 -0.0005  0.0042  -0.0004 0
[1.5,2.0) 0 0 0 0 -0.0004  0.0044  -0.0004
[2.0, c0) 0 0 0 0 0 -0.0004  0.0045

Table 5.12: The partial rates and statistical covariance matripfor> K°e*ve.
The statistical uncertainties in the least significant digits are given in
the parentheses.

o? (GeV?)
[0,02) [0.204) [0.4,06) [0.608) [0.810) [1.0,1.2) [1214) [1416) §)6,

AT(secl) | 17.79(46) 15.62(45) 14.02(42) 12.28(39) 8.92(34) 8.16(32) 4.96(25) 2.66(18) 1.18(12)
o? (GeV?)

[00,02) | 02196  -00115  0.0009 0.0005  0.0004  0.0003  0.0002 0 0
[02,04) | -00115 02054  -0.0131  0.0009  0.003  0.0003  0.0001 0 0
[04,06) | 0.0009  -0.0131 01819  -0.0118  0.0006  0.0002  0.0001 0 0
[0.6,08) | 0.0005 0.0009  -0.0118 01569  -0.0095  0.0005 0 0 0
[0.8,1.0) | 0.0004 0.0003 0.0006  -0.0095  0.1159  -0.0077  0.0002 0 0
[1.0,12) | 0.0003 0.0003 0.0002 0.0005  -0.0077 01054  -0.0051  0.0001 0
[1.2,14) | 0.0002 0.0001 0.0001 0 0.0002  -0.0051  0.0626  -0.0026 0
[1.4,1.6) 0 0 0 0 0 0.0001  -0.0026  0.0337  -0.0012

[1.6, co0) 0 0 0 0 0 0 0 -0.0012  0.0159
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5.5 Partial Rate Results
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Figure 5.2: The partial rate distributions measured in the various tag modes
(points), and the weighted average over tag modes (solid line).

Armed with the tag yields, tagigciencies, signal yields and signdtieiency matri-
ces, we use Edp.41to solve for the partial rates in eagh bin and tag modeAI'”™. We
then average these over tag modes, obtainingwhich are shown in Tablés9- 5.12
along with their statistical covariance matrices. We use the procedure detaifi io [
calculate uncertainties and correlations in the inverf&diency matrix.
In Section7 we present the results of fitting thad’; to obtain total branching frac-
tions and form factor parameters. First, however, we address the systematic uncertainties

in the AT;.
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CHAPTER 6
SYSTEMATIC UNCERTAINTIES

In order to measure form factor shapes, it is necessary to understand systematic uncer-
tainties on theAl’; and how these uncertainties are correlated aabins. For each
source of systematic uncertainty, we construct a covariance matrix that provides both
pieces of information, and sum these matrices into a combined systematic uncertainty
covariance matrix. A summary of the systematic uncertainties is shown in@able

Below we describe how each of the covariance matrices are constructed.

6.1 Tracking Efficiencies

Tracking eficiencies in data and Monte Carlo have been measured using 81®fpb
CLEO-c data B5]. No evidence of disagreement between data and Monte Carlo was
found, so we do not weight oufficiency matrices for trackingfigciency bias.

Tracking dficiency systematics have been estimated in two ways. First, kaon and
pion dficiencies in several momentum bins have been measured directly with a standard
recoil technique: fully hadronic events containing a particle of tfpavhereX = n~,

K-, are selected by reconstructing all particles in the event except fbtissing mass
squared distributions are formed and peakatfor correctly reconstructed events. The
fraction of events with the appropriatd in which X was successfully reconstructed
are tallied after correcting for backgrounds. By doing this in bins of missing momentum
for both data and MC, we compare the data and MiCiencies as a function of particle
momentum.

An alternate method builds on the first, taking advantage of evidence that nearly all
tracking indficiencies are the result of particle decay within the drift chambers. Ac-

counting for pion and kaon decay and interaction rates, the pion and kKacerey
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Table 6.1: Summary of partial rat@ALl;) uncertainties (%). The sign gives the
direction of change relative to the change in the fifghin.

o(AT'1)  o(AT2) o(A'z)  o(ATs)  o(Al's)  o(Alg)  o(Al7)  o(ATg)  o(Alg)
D% > 7 etye
Tag Line Shape 0.40 0.40 0.40 0.40 0.40 0.40 0.40
Tag Fakes 0.40 0.40 0.40 0.40 0.40 0.40 0.40
Tracking Hficiency 0.48 0.48 0.48 0.48 0.48 0.49 0.51
7= 1D 0.46 0.40 0.44 0.37 0.27 0.22 0.78
et ID 0.37 0.38 0.38 0.39 0.33 0.18 -0.14
FSR 0.18 0.11 0.09 -0.02 -0.10 -0.20 -0.24
Signal Shape 0.56 0.46 0.58 0.49 0.50 0.56 0.49
Backgrounds 0.39 0.43 0.60 0.61 0.58 0.52 0.76
MC Form Factor 0.06 -0.05 -0.05 -0.05 -0.07 -0.11 -0.04
g% Smearing 0.84 -0.11 -0.26 -0.16 0.30 -0.60 -0.28
All 1.19 1.13 1.25 1.20 1.14 1.12 1.45
Statistical 6.84 7.29 7.90 8.06 8.87 8.42 8.63
D% — K-e*ve
Tag Line Shape 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.00
Tag Fakes 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40
Tracking Hficiency | 0.69 0.72 0.75 0.79 0.84 0.92 1.04 1.26 1.22
K= 1D 1.02 0.97 0.92 0.89 1.02 0.71 0.32 -0.26 0.50
et ID 0.41 0.42 0.43 0.45 0.47 0.48 0.44 0.33 0.21
FSR 0.12 0.08 0.07 0.01 -0.10 -0.15 -0.23 -0.28 -0.32
Signal Shape 0.16 0.12 0.12 0.14 0.12 0.11 0.09 0.14 0.21
Backgrounds 0.14 0.04 0.12 0.09 0.08 0.08 0.04 0.10 0.33
MC Form Factor 0.02 -0.02 -0.02 -0.01 -0.01 -0.01 0.00 0.02 -0.08
¢? Smearing 0.62 -0.11 0.07 -0.12 -0.06 -0.51 0.08 -0.62 -2.05
All 1.44 141 1.39 1.40 1.53 1.39 1.33 1.48 1.48
Statistical 2.03 2.19 231 2.47 2.73 3.14 3.63 4.90 8.43
D* - n%*ve
Tag Line Shape 0.40 0.40 0.40 0.40 0.40 0.40 0.40
Tag Fakes 0.70 0.70 0.70 0.70 0.70 0.70 0.70
Tracking Hiiciency 0.25 0.25 0.25 0.24 0.24 0.24 0.23
7% 1D 1.06 0.98 1.04 1.22 1.83 2.14 1.96
e* ID 0.32 0.32 0.34 0.32 0.27 0.13 -0.22
FSR 0.14 0.20 0.08 -0.05 -0.14 -0.22 -0.21
Signal Shape 1.72 0.93 1.91 -1.24 3.51 2.43 3.26
Backgrounds 0.92 0.82 -1.01 0.72 0.74 1.38 -6.04
MC Form Factor 0.15 -0.03 -0.07 -0.06 -0.10 -0.15 0.57
g% Smearing 1.69 0.28 -1.74 1.45 -0.17 -1.22 -1.41
All 2.38 1.80 2.57 2.05 4.12 3.60 -6.98
Statistical 9.25 10.23 11.24 11.28 13.44 12.38 17.98
D* — Kle*ve
Tag Line Shape 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.40 0.00
Tag Fakes 0.70 0.70 0.70 0.70 0.70 0.70 0.70 0.70 0.70
Tracking Hficiency | 0.76 0.77 0.78 0.79 0.81 0.83 0.87 0.91 0.96
KOID 2.00 1.96 1.90 1.83 171 151 1.25 1.36 1.89
et ID 0.42 0.43 0.43 0.45 0.48 0.48 0.44 0.33 0.20
FSR 0.17 0.13 0.08 0.01 -0.11 -0.16 -0.23 -0.24 -0.28
Signal Shape 0.20 0.22 0.17 0.20 0.23 0.26 0.38 0.26 0.47
Backgrounds 0.13 0.13 0.11 0.11 0.14 0.15 0.27 0.23 1.46
MC Form Factor 0.03 -0.02 -0.02 -0.02 -0.02 -0.01 0.01 0.02 0.08
¢? Smearing 0.63 -0.24 -0.02 0.29 -1.06 0.75 -0.67 -0.78 -1.11
All 2.34 2.31 2.26 221 2.13 1.99 1.85 1.90 2.73
Statistical 2.63 2.90 3.04 3.23 3.82 3.98 5.04 6.88 10.63

58



results are averaged, resulting in a trackififceency systematic uncertainty which is
in general higher for kaons than pions and higher for low momentum tracks than high
momentum tracks. Since kaons and low momentum tracks are more likely to undergo
particle death in the drift chamber, these results are physically motivated. For this rea-
son, and because this technique results in a more conservative tracking systematic un-
certainty for kaons, we have chosen to use this alternate estimation, which results in a
systematic uncertainty that varies fron2@ — 0.3% for pions and from @% — 1.4%
for kaons. We assume that uncertainties for electrons are the same as those for pions.

This technique is not valid for tracks with momentum less than 200 MeV. Tracks in
this region are generally curlers, for which the assumptions relating particle death rates
and tracking #iciencies are not applicable. For these low momentum tracks, we use
the results of the first method, resulting in a 0.92% tracking systematic uncertainty for
low momentum tracks. We take all uncertainties for momentum bins greater than 200
MeV to be fully correlated acrosg. Because the results for the low momentum bin
were measured with a separate sample, and because these tracks are curlers, we treat the
uncertainty of this bin as uncorrelated with higher momentum bins.

The results of the trackingfléciency study provide a covariance matrix binned in
tracking momentum. To determine tracking uncertainties binneg, iwe relate they

. . . - q2 - . . - p - .
binned tracking fiicienciesg,,, ., to momentum binned trackindtieienciesg,, ., via:

P  _ AP
Etrack - Aetrack

(6.1)

whereA is a matrix that gives the fraction of tracks in a given momentum bin contained
in semileptonic decays in a givep bin; we obtain this matrix using signal Monte Carlo.

The fractional trackingfiiciency covariance matrix binned g, M, is then given

by:
MY = AMPAT (6.2)

whereMP is the covariance matrix of the trackinffieiency in momentum bins.
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The systematic uncertainties on each of Mg due to tracking fiiciency and the

correlation matrices are shown in Tab&8-6.5.

Table 6.2: Tracking ficiency systematic uncertainties (in percent) and correla-
tion matrix for forD® — 7 e*ve.

o? (GeV?)
[00,03) [0.3,06) [0609) [0912) [1215) [1520) [20,c)
oar (%) 0.48 0.48 0.48 0.48 0.48 0.49 0.51
o* (GeV?)
[0.0,0.3) 1 1 1 1 1 1 0.9
[0.3,0.6) 1 1 1 1 1 0.9
[0.6,0.9) 1 1 1 1 0.9
[0.9,12) 1 1 1 0.9
[1.2,15) 1 1 0.9
[1.5,2.0) 1 0.9
[2.0, c0) 1

Table 6.3: Tracking ficiency systematic uncertainties (in percent) and correla-
tion matrix for forD® —» K-€*ve.

o? (GeV?)

[00,02) [02,04) [04,06) [0608) [0810) [L0,12) [L214) [L4,16) [L6,)

oar (%) 0.69 0.72 0.75 0.79 0.84 0.92 1 1.3 12
o* (GeV?)

[0.0,0.2) 1 1 1 1 1 1 1 1 0.96
[0.2,0.4) 1 1 1 1 1 1 1 0.96
[0.4,0.6) 1 1 1 1 1 1 0.96
[0.6,0.8) 1 1 1 1 1 0.96
[0.8,1.0) 1 1 1 1 0.96
[1.0,1.2) 1 1 1 0.96
[1.2,1.4) 1 1 0.96
[1.4,1.6) 1 0.96
[1.6, c0) 1

6.2 Charged Hadron ID Efficiencies

Charged hadron identificatiorfieziencies have been measured in data and Monte Carlo

using 281 pb* of CLEO-c data $6]. This study measurediciencies in nine momen-
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Table 6.4: Tracking ficiency systematic uncertainties (in percent) and correla-

tion matrix for forD* — 7%*ve.

o? (GeV?)

[00,03) [03,06) [0609) [0912) [1215) [1520) [20,)

oar (%) 0.25 0.25 0.25 0.24 0.24 0.24 0.23

o* (GeV?)

[0.0,0.3) 1 1 1
[0.3,0.6) 1 1
[0.6,0.9) 1
[0.9,1.2)
[1.2,15)
[1.5,2.0)
[2.0, o0)

[l R SN
PR R e e
Ll o = N

PR PR Rp R a

Table 6.5: Tracking ficiency systematic uncertainties (in percent) and correla-

tion matrix for forD* — K%* .

9* (GeV?)
[0.0,02) [02,04) [04,06) [0608) [0810) [10,12) [1214) [L4,16) [L6 )
oar (%) 0.76 0.77 0.78 0.79 0.81 0.83 0.87 0.91 0.97
o* (GeV?)
[0.0,0.2) 1 1 1 0.99 0.97 0.95 0.92 0.89 0.84
[0.2,0.4) 1 1 0.99 0.98 0.96 0.94 0.91 0.86
[0.4,0.6) 1 1 0.99 0.98 0.96 0.93 0.89
[0.6,0.8) 1 1 0.99 0.97 0.95 0.91
[0.8,1.0) 1 1 0.99 0.97 0.94
[1.0,1.2) 1 1 0.98 0.96
[1.2,1.4) 1 1 0.98
[1.4,16) 1 1
[1.6, c0) 1

tum bins for kaons and eleven momentum bins for pions. A bias between data and
Monte Carlo éiciencies has been observed. Weighting the biases over the semileptonic
momentum spectrum, tHe° — n~e*v, efficiency is (034 + 0.11)% higher in Monte
Carlo than in data, while thB® — K-e"v, efficiency is (083+ 0.15)% higher in Monte

Carlo than in data. We have weighted the sigriatency matrices to account for these

biases.
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A covariance matrix forr* andK=* identification d€ficiency uncertainties can be es-
timated in a manner similar to that described above for trackifigencies. Using the
281 pb! study, we construct a covariance matrix for tcgencies binned in hadron
momentum. We do this by assuming the statistical uncertainties are uncorrelated across
momentum bins. Because the study has not yet been updated for the full data sample,
we conservatively take 100% of the bias for a given momentum bin as the systematic
uncertainty for that bin, and assume the systematic uncertainties are fully correlated
across momentum bins. The final systematic uncertainties are obtained by transforming
the covariance matrix binned in momentum to one binnegtiThe fractional system-

atic uncertainties on each of tid’; due to charged hadron identificatioftieiency are

shown in Table$.6-6.7.

Table 6.6: Charged hadron systematic uncertainties and correlation matrix for
D° - netv,.

9* (GeV?)
[00,03) [03,06) [0609) [09,12) [1215) [1520) [20,c)
oar (%) 0.46 0.4 0.44 0.37 0.27 0.22 0.79
9* (GeV?)
[0.0,0.3) 1 0.92 0.68 0.64 0.64 0.64 0.65
[0.3,0.6) 1 0.91 0.87 0.86 0.85 0.87
[0.6,0.9) 1 0.99 0.97 0.96 0.97
[0.9,1.2) 1 0.99 0.97 0.98
[1.2,15) 1 0.98 0.99
[1.5,2.0) 1 0.98
[2.0, o) 1

6.3 n° Finding Efficiencies

Efficiencies for reconstructing’’s in data and Monte Carlo have been measured using

the full CLEO-c data samplép] in five momentum bins, and the finding dficiencies
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Table 6.7: Charged hadron systematic uncertainties and correlation matrix for
D® - 7 €e*ve.

o* (GeV?)

[00,02) [02,04) [04,06) [0608) [0810) [L0,12) [L214) [L4,16) [L6 )

oar (%) 1 0.97 0.91 0.88 1 0.71 0.32 0.26 0.51
o? (GeV?)

[0.0,0.2) 1 0.98 0.96 0.94 0.93 0.89 0.61 -0.13 0.6
[0.2,0.4) 1 0.99 0.97 0.96 0.92 0.63 -0.14 0.61
[0.4,0.6) 1 0.99 0.98 0.93 0.64 -0.14 0.62
[0.6,0.8) 1 0.99 0.95 0.65 -0.14 0.62
[0.8,1.0) 1 0.98 0.69 -0.12 0.62
[1.0,1.2) 1 0.8 -0.049 0.6
[1.2,1.4) 1 0.42 0.49
[1.4,1.6) 1 0.43
[1.6, ) 1

have been found to be about 6% smaller in data than in Monte Carlo. We correct the
D* — n%'v, efficiency matrices for the momentum-dependent biases.

The uncertainties on the bias come from three primary sources. Each bin has a
statistical uncertainty which we assume is uncorrelated across momentum bins. There
is also a systematic uncertainty due to background subtractions which we take to be
fully correlated across momentum bins. Finally, there is a systematic uncertainty due to
the presence of fake”’s. Since this &ects primarily the first two momentum bins, we
assume this uncertainty is correlated between the first two momentum bins only. The
7° finding covariance matrix binned iif is calculated as described above for tracking

efficiencies, with the resulting uncertainties and correlations eackltrehown in Table

6.8

6.4 K@ Finding Efficiencies

K¢ finding dficiencies have been measured in 818'pif CLEO-c data 37]. As this
efficiency has been found to be.1@ + 0.76)% higher in data than in Monte Carlo, no

efficiency correction is necessary. TK§ finding dficiencies are provided in fou¢2
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Table 6.8:7° finding systematic uncertainties and correlations matrixtfor—

7%t v,
o? (GeV?)
[00,03) [0.3,06) [0609) [0912) [1215) [1520) [20,c)

oar (%) 1.1 0.98 1 1.2 1.8 2.1 2
o? (GeV?)

[0.0,0.3) 1 0.95 0.76 0.74 0.7 0.69 0.65
[0.3,0.6) 1 0.92 0.89 0.76 0.71 0.68
[0.6,0.9) 1 0.95 0.73 0.64 0.62
[0.9,1.2) 1 0.89 0.83 0.66
[1.2,15) 1 0.99 0.66
[1.5,2.0) 1 0.71

[2.0, c0) 1

momentum bins. We take the bias measured for a particular momentum bin, added in
guadrature with the uncertainty on the bias as the total systematic uncertainty for that
momentum bin (resulting in uncertainties of 1.2-2.1% depending on momentum). We
assume the uncertainties are fully correlated across momentum binsK ZTiireding
covariance matrix binned in momentum is transformed inty anatrix as described

above for tracking uncertainties, and the systematic uncertainties in each/Adf;thed

their correlations are shown in Tal8e9.

Table 6.9:K¢ finding systematic uncertianties and correlation matrix3ér —

KOy,
o? (GeV?)
[0.0,02) [02,04) [04,08) [0608) [0.810) [1L0,12) [1214) [L416) [L6, )
oar (%) 2 2 1.9 1.8 1.7 15 1.2 1.4 1.9
o* (GeV?)
[0.0,0.2) 1 1 1 1 1 1 1
[0.2,0.4) 1 1 1 1 1 1 1
[0.4,0.6) 1 1 1 1 1 1 1
[0.6,0.8) 1 1 1 1 1 1
[0.8,1.0) 1 1 1 1 1
[1.0,1.2) 1 1 1 1
[1.2,1.4) 1 1 1
[1.4,1.6) 1 1
[1.6, o0) 1
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6.5 Electron Identification

Electron identification #iciencies as a function of electron momentum are measured
in Monte Carlo and in data using radiative bhabéey() and two-photongeeg events

[38]. Since the electrons in these events are rather isolated, they are embedded into
hadronic events to determine the decreasdficiency due to event environment. Biases

of around 1.5% are observed, originating primarily in the isolated elecfitmeacy,

and the signal ficiency matrices andl) distributions in MC are corrected for these
biases.

Uncertainty in the electron IDfgciency arises from (1) systematic uncertainty in
identifying isolated electrons, (2) systematic uncertainty in the event environment ef-
fects and (3) statistical uncertainty in the corrections. We estimatefiitbet ef (1) by
altering our nominal corrections by the uncertainties on the single elecfiicrelecy
bias. We take the uncertainty on the event environment bias to be half of itself, altering
the corrections by half of event environment biases and recalculating the partial rates.
The shifts in yields with each of these variations in corrections is shown in Bable

Covariance matrices due to a giveiieet are calculated from the shiftsAf’ via:
Mij = A(AT}) A (AT)) (6.3)

To obtain the total electron ID systematic uncertainties, also shown in Gablewe
add the covariance matrices for single trafficeency bias and event environmeiftieets
together with a diagonal matrix accounting for th&% due to statistical uncertainties

on the bias.
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Table 6.10: EID Systematics: Changein in percent when electron identifica-
tion weights are varied, and the combined systematic uncertainties on
partial rates due to Electron ID

AT; AT, A3 AT, Als Alg A7 Alg Al
D - retve
Single e 028 030 031 033 029 012 -0.09
Event Env. 022 021 020 0.17 0.14 0.08 0.05
Bias Stat. Unc. 0.10 0.10 0.10 0.10 0.120 O0.20 0.10
Total EID Sys. Unc.| 0.37 038 038 0.39 033 023 0.14
DO - K-e*ve
Single e 032 033 035 037 042 043 040 030 0.17
Event Env. 0.24 023 023 022 021 0.9 0.15 0.11 0.08
Bias Stat. Unc. 0.10 0.10 0.10 0.10 0.120 O0.20 0.10 0.10 0.10
Total EID Sys. Unc.| 0.41 0.42 043 045 047 043 0.44 0.33 0.21
Dt - nletye
Single e 025 025 028 028 024 0.07 -0.19
Event Env. 0.17 0.17 0.16 0.13 0.10 0.05 0.01
Bias Stat. Unc. 0.10 0.10 0.10 0.0 0.10 0.10 0.10
Total EID Sys. Unc.| 0.32 0.32 034 032 0.27 0.17 0.22
D* — K%"y,
Single e 033 034 035 038 042 043 040 030 0.16
Event Env. 024 024 023 022 021 0.19 0.15 0.11 0.07
Bias Stat. Unc. 0.10 0.10 0.10 0.0 0.10 010 010 0.10 0.10
Total EID Sys. Unc.| 0.42 043 043 045 048 043 044 033 0.20

6.6 Number of D Tags

As the number oD tags is obtained from fits tMgc distributions, there is a systematic
uncertainty arising from our tag fitting procedure. To estimate this uncertainty we have

followed the procedure i30] and made several variations to the fitting procedure by:

Taking yields from signal shape integration rather than background subtraction

Using an older parametrization of t#€3770) line shape

Varying the mass of thg(3770) by+0.5 MeV/c?

Varying the width of they(3770) by+2.5 MeV/c?

Varying the Blatt-Weisskopf radiug®, 39 by +4 GeV/c?

The change in yield with each of these variations is shown in Taldle
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For each variation described above, we compute the change in sulneds
and the change in summdal tags. We then combine these in quadrature, keeping
positive and negative variations separate. The results are shown in the last two columns
of Table6.11 The systematic uncertainty in the numbeiD3f(D*) tags is estimated to
be 0.42% (0.40%). We take 0.4% as the systematic uncertainty on the number of tags
for bothD® andD+.

Table 6.11: Changes in tag yields in percent when variations are made to the tag
fitting procedure.

Tag mode Integrate  MARKIlI  M(3770) M(3770) TI(3770) TI(3770) r r Total  Total
+ - + - + - - +

D% - K-a* 0.31 0.03 -0.02 0.03 0.06 -0.11 0.02  -0.03
DO — K=x*n0 0.27 0.05 -0.09 0.13 0.25 0.24 0.04 -0.07
DO » K r*nta™ 0.42 0.04 -0.12 0.12 0.32 -0.25 0.03 -0.06d
D* - K x*nt 0.22 -0.01 -0.07 0.08 0.14 -0.16 0.04  -0.09
D* — K n*n*a° 0.50 0.06 -0.48 -0.22 -0.13 -0.59 0.14 -0.10
D* - Kgﬂ+ 0.31 0.00 -0.10 0.10 0.14 -0.26 0.01 -0.17
D* — Kg7r+7r0 0.49 0.00 -0.10 0.15 0.23 -0.21 0.08  -0.09
D* — Kgnﬂr*n* 0.68 -0.04 -0.16 0.16 0.26 0.10 0.02 -0.12
D* —» K-K*zn* 0.51 -0.01 -0.14 0.14 0.22 -0.25 0.05 -0.10

D total 0.33 0.04 -0.09 0.10 0.23 -0.01 0.03 -0.06 -0.10 042

D* total 0.37 0.00 -0.15 0.06 0.13 -0.22 0.06 -0.10 -0.28 0.40

The systematic uncertainty due to the numbebdggs is independent of the kine-
matics of the semileptonic decay recoiling against the tag. These uncertainties are thus

fully correlated acrosg?.

6.7 Tag Fakes

Choosing one tag per mode per flavor introduces another systematic uncertainty related
to the number of tags. This choice results in a reduction infiagjency, since occasion-
ally a false tag will be chosen over a correct tag. This occurs most often due tedfake

which are usually formed from a trué shower combining with an hadronic shower.
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This causes the rate of faké€'s on the tag side to depend heavily on the decay opposite
the tag. Relatively clean semileptonic decays are less likely to cause a‘fakan a
decay with several hadrons. Thiext, combined with an incorreef fake rate in the
Monte Carlo could result in an overall mismeasurement of our rates. There is evidence
[33)] that thex® fake rate is about 15% higher in data than in Monte Carlo. Monte Carlo
studies indicate that the best tag selection results iffasescy loss of around 6.5% in
modes witht®’s. We therefore apply a6%x 15% = 1% overall systematic uncertainty

to tag modes witlr®’s only. This results in a 0.4% systematic uncertaintyd8modes

and a 0.7% systematic uncertainty fot modes, fully correlated across.

6.8 FSR
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Figure 6.1: Recovered FSR energy and angular distributions in data and MC.
Plots show reconstructdd® — K~e*v, events with allg? and all tag
modes.Ersr > 10 MeV has been applied to both plots. The energy
distributions are for photons withirt ®f the electron momentum.

Our estimation of the systematic uncertainties associated with FSR simulation is
based on discrepancies between data and Monte Carlo in the energy distribution of the

photons surrounding electrons, as shown in Figude We reweight the Monte Carlo
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Table 6.12: FSR Systematics: Changealihin percent when FSR energy spectra
in MC are reweighted

OAl' T Al OAT'3 OATy O ATy O ATg OAT7 OATg O ATy

D% > r7efve | 002 011 009 -0.02 -0.10 -0.20 -0.24

DO > K e*ye | 001 0.08 007 001 -010 -014 -023 -0.28 -0.32
D* -» %"y, | 0.01 0.20 008 -0.05 -0.14 -0.22 -0.21

D* - K%"y | 0.02 013 008 001 -0.11 -0.16 -0.23 -0.24 -0.28

events used in thefléciency matrix determination so that the distributions shown in
Figure6.1 match data, and remeasure tlteogency matrices. The very small changes
in the partial rates when the unweighteti@ency matrix is replaced with the weighted
efficiency matrix are given in Tab& 12 These are used to calculate covariance matrices

for the FSR systematic uncertainty.

6.9 U Fit: Signal Shape

The shape used to model signal events in the U fits is taken from signal Monte Carlo and
convolved with a double Gaussian. For each mode, the widths of the two Gaussians and
their relative normalization are fixed to values that minimize the fit likelihood summed
over all tag modes angf bins. To estimate systematic uncertainties due to signal shape,
we vary the fixed parameters by values that increase the log-likelihood by unity. These
values are shown in Tab&13 and the resulting changes in th€ are shown in Table
6.14 We use Equatio6.3to transform these shifts into systematic covariance matrices
for signal shape, averaging thexts of positive and negative variations.

We have studied whether the Monte Carlo signal shapes appear shifted with respect
to the data. The likelihoods summed over all tag modescgriins forD° — 7€',
D° - K-e*veandD* — KCe*y, prefer unshifted signal shapes. Howe@t, — 7%e* v,

prefers a shift of about1.5 MeV. Lacking a physical motivation for this shift, we have
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chosen not to shift any of the signal Monte Carlo distributions, but to assign a systematic

uncertainty to thé* — n%*v, rates equal to the change in rates when a 1.5 MeV shift

is applied. These changes in rates are shown in the row labeled+"siniffable 6.14

Table 6.13: The double Gaussian widthsg,(,) and relative normalizatioriN;,)

and the positive) and negative<) variations used to obtained signal
shape systematic uncertainties

mode o1 o1— o1+ o2 o2— oot Ni2 (%)  Ni2—(%)  Nio+ (%)
(MeV) (MeV) (MeV) | (MeV) (MeV) (MeV) (%) (%) (%)
D0 - netve 6 2 7 30 15 55 5 1 8
D% > K eve 5 4 7 30 25 40 4 3 6
D* - 7% ve 13 11 15 35 5 100 7 0 17
D* — K%%"v,e 7 6 8 35 30 55 3 1 4

6.10 U Fit: Backgrounds

The treatment of backgrounds in the signal yield fitter leads to a number of sources of

systematic uncertainty:

e Those associated with the fixed nBi background to all modes and® —

p_€"ve background tdD® — ey, are estimated by varying these normaliza-

tions within their uncertainties{f20% and+12.5% respectively) and remeasuring

theAFi.

e TheD® — K-e*v, background td° — n~e*v, andD* — KP*v, background

to D* — n%*y, are fixed to values that minimize the combined likelihood over

all g and all tag modes. To estimate the systematic uncertainty associated with

this choice, we vary the normalizations by amounts that shift the log-likelihood

by unity and remeasure the partial rates.

e One background shape combines martiedent background modes. The relative

normalizations of these fierent backgrounds may befldirent in the data and in
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Table 6.14: Signal Shape Systematics: ChangesIinand y? in percent when
variations to signal shape parameters. The combined systematic un-
certainties on the partial rates due to signal shape are also shown.

Al'q Al'p Al's Al'y Al's Al'g Al'7 Al'g Al'g A/\//2
D% 5 netye

Smeat 0.11 0.09 0.11 0.11 0.06 0.09 0.10 0.98
Smear- -0.39 -030 -039 -037 -0.34 -035 -0.30 1.58
Smear2 0.40 0.38 0.44 0.30 0.34 0.50 0.45 1.07
Smear2- -0.33 -025 -0.34 -030 -0.32 -031 -0.24 1.35
Norm+ 0.23 0.18 0.23 0.21 0.21 0.22 0.19 1.07
Norm- -0.37 -0.28 -0.37 -035 -0.34 -0.34 -0.28 1.44

Total Sys. 056 046 058 049 050 056 0.49
D% - K-e*ve

Smea# 0.07 0.05 0.06 0.07  0.07 0.07 0.05 0.09 0.15 18.48
Smear- -0.08 -0.06 -0.06 -0.07 -0.06 -0.06 -0.04 -0.08 -0.12 3.01
Smearz 0.15 0.10 0.11 0.12 0.10 0.09 0.08 0.11 0.14 4.09
Smear2- -0.07 -0.05 -0.05 -0.06 -0.05 -0.04 -0.03 -0.05 -0.08 1.30
Norm+ 0.09 0.07  0.07 0.08 0.07 0.06 0.05 0.09 0.14 2.28
Norm- -0.05 -0.04 -004 -0.04 -0.04 -0.03 -0.03 -0.05 -0.07 1.23
Total Sys. 0.16 0.12 0.12 0.14 0.12 0.11  0.09 0.14 0.21
D* - nletye
Smea# 0.02 0.02 -0.01 0.08 0.08 0.12 0.28 1.29
Smear- -044 -0.33 -0.60 -0.63 -1.21 -1.75 -2.46 2.05
Smearz 1.04 1.16 1.19 0.98 1.59 1.83 1.37 0.53
Smear2- -043 -0.31 -055 -054 -1.07 -149 -1.99 0.96
Norm+ 0.35 0.18 0.42 0.42 0.93 1.27 1.80 1.34
Norm- -0.32 -0.20 -044 -039 -0.84 -116 -1.59 0.61
Shift+ -1.45 -0.22 -1.55 0.75 -2.99 0.31 1.32 -42.69

Total Sys. 1.72 0.93 1.91 1.24 3.51 2.43 3.26
D — K%y,

Smea# 0.01 0.03  0.02 0.04 0.05 0.04 0.02 0.06 0.19 18.98
Smear- -0.11  -0.14 -0.10 -0.14 -0.16 -0.18 -0.24 -0.17 -0.40 7.25
Smear2 0.20 0.22 0.19 0.18 0.22 0.25 0.36 0.26 0.32 0.77
Smear2- -0.05 -0.06 -0.05 -0.05 -0.06 -0.07r -0.11 -0.07 -0.10 0.88
Norm+ 0.06 0.07  0.05 0.06  0.07 0.08 0.12 0.07 0.16 2.24
Norm- -0.13 -0.14 -0.10 -0.14 -0.15 -0.18 -0.27 -0.16 -0.33 191

Total Sys. 0.20 0.22 0.17 0.20 0.23 0.26 0.38 0.26 0.47
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the Monte Carlo, resulting in an incorrect background shape. We vary the relative
weights of each of the largest constituents of these shapes within the uncertainties
on their branching fractions. One component is fake tags; we vary the normaliza-
tion of this background by-25%, based on background levels in the tag yield fits

in data and Monte Carlo. Another subset is composed of a variety of very small

backgrounds. We vary the normalization of this backgrouna 59%.

e Inaccurate electron fake rates in the Monte Carlo may also result in incorrect
background shapes. A study of Electron ID fake rates, document&8]iri¢gund
that kaon and pion faking electron rates may be several factors higher in data than
in Monte Carlo. To estimate systematic uncertainties due to electron fakes, we
increase the relative normalization of the electron fake backgrounds by the values

observed in the EID fake rates study, and remeasure our results.

e Poorly simulatedr® fake rates can cause the background shapes used i»
n%e*ve to be incorrect. These rates have been shown to be approximately 15%
larger in data than in Monte Carl@3]. We measure the systematic uncertainty

due ton® fakes by increasing the” fake rate in the Monte Carlo by 15%.

e TheD* — v, mode is also fiected by a small background frobh — K%y
in which theK® materializes as K, which then showers in the calorimeter. This
background occurs primarily in the final twg bins. K? showering rates have
been studied40]. For K”s with momentum above 50 MeV, showering rates
are well mirrored in the Monte Carlo, so we do not correct the normalization of
this background. To account for uncertaintiesshowering rates, we vary the
normalization of this background by 10%, which approximates the uncertainty in

the K showering study .

The results of all the background variations are shown in Tadl&for D° — n e*v,

andD? — K-eve and in Tables.16for D* — n%"ve andD* — K°*v,. We again use
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Equation6.3to construct a covariance matrix for each of the above describe background
effects, and add these to obtain a total background covariance matrix. Where positive
and negative variations have been made, we average the resulting covariance matrices.
Table 6.15: Background Systematics: Changealinin percent with variation
in the treatment of backgrounds varied normalizations and total sys-

tematic uncertainties due to backgrounds, Bf — n e*v, and
D® - K™ e*v,

AT1 Al A3 Ay Als  Alg  Al7 Ay Alg  Ay2
D% - netve

Non-DDbar+ -0.14 -0.05 0.00 001 -0.07 -0.11 -0.03 0.82
Non-DDbar - 0.15 005 -0.00 -0.00 0.07 0.12 0.03 -0.72
Rhoenu+ -0.11 -0.19 -0.212 -0.22 -0.18 -0.15 -0.19 0.13
Rhoenu - 0.12 020 020 023 020 018 0.21 0.66
Kenu+ -0.34 -033 -0.21 -0.27 -0.24 -0.11 -0.13 1.53
Kenu - 0.20 0.21 0.13 0.17 0.15 0.08 0.08 0.99
Other, KpipiO+ 0.04 005 007 005 0.03 002 0.12 -0.38
Other, KpipiO - -0.04 -0.05 -0.07 -0.05 -0.03 -0.02 -0.12 0.47
Other, Kpi+ -0.01 -0.00 0.00 0.00 0.00 0.00 0.00 0.09
Other, Kpi - -0.01 -0.00 0.00 000 0.00 0.00 0.00 0.09
Other, K*enu+ 0.01 001 002 003 0.02 005 0.07 0.99
Other, K*enu - -0.01 -0.01 -0.02 -0.03 -0.02 -0.05 -0.07 -0.90
Other, Kmunu+ -0.00 0.00 0.00 000 0.02 002 -0.01 -0.36
Other, Kmunu - 0.00 -0.00 -0.00 -0.00 -0.02 -0.02 0.01 -0.36
Other, Fake Tags | -0.16 -0.23 -047 -0.44 -0.39 -0.38 -0.56 0.23
Other, Fake Tags -| 0.16 0.24 0.48 0.48 0.45 0.46 0.62 0.12
Other, Other 0.10 -0.02 0.05 0.17 0.16 0.09 -0.28 0.78
Other, Other - -0.12 0.03 -0.09 -019 -0.17 -0.09 0.37 0.59
EID fakes,r > e | -0.04 -0.00 -0.02 0.01 0.08 -0.02 -0.12 0.07
EID fakes,K — e | -0.02 0.10 0.22 0.16 0.20 0.17 0.19 0.00

Total Bkgd. Sys. 0.39 0.43 0.60 0.61 0.58 0.52 0.76
D% 5 K-etve

non-DDbar+ -0.01 000 0.00 000 000 -0.00 -0.00 000 0.00 5259
non-DDbar - 0.00 -0.00 -0.00 -0.00 -0.00 0.00 0.00 -0.00 0.00 5259
Other, KpipiO+ 0.01 000 -0.00 -0.00 0.00 000 0.00 -0.00 0.00 5247
Other, KpipiO - -0.01 -0.00 0.00 000 -0.00 -0.00 -0.00 0.00 0.00 52.69
Other, K*enu+ 001 000 001 001 002 002 001 002 0.05 5276
Other, K*enu - -0.02 -0.00 -001 -0.01 -0.02 -0.02 -0.01 -0.03 0.00 5238

Other, Fake Tags | -0.02 -0.03 -0.03 -0.02 -0.03 -0.03 -0.03 -0.07 -0.04 5261
Other, Fake Tags -| 0.01 0.03 0.03 0.03 0.03 0.03 0.03 0.07 0.00 52.58
Other, Otherr -0.11 0.01 0.0 -0.00 -0.07 -0.07 -0.02 -0.00 -0.28 52.90
Other, Other - 0.12 -0.01 -0.01 o0.01 0.08 0.08 0.02 0.01 0.32 53.05
EID Fakesy —e | -0.07 -0.03 -0.12 -0.09 -0.00 0.01 0.01 -0.08 0.00 50.64
EID FakesK — e | -0.02 0.00 0.00 0.00 0.00 -0.00 0.00 0.01 0.00 52.75
Total Bkgd. Sys. | 0.14 0.04 0.12 0.09 0.08 0.08 0.04 0.10 0.33
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Table 6.16: Background Systematics: Changeslinin percent with variation in
the treatment of backgrounds and total systematic uncertainty due to
backgrounds, fob* — %"y, andD* — K%"v,

AT: A, A3 Al4  Als  Alg  Al7  Alg  Alg A2
D* — n%e*ve

non-DDbar+ 0.04 0.09 0.01 0.06 0.04 0.02 0.03 1.06
non-DDbar - 0.04 0.05 0.02 0.11 0.05 0.08 0.08 -0.93
KOenu+ 0.22 037 -040 -0.28 0.29 -0.50 -1.54 1.90
KOenu - -0.11  -0.22 0.46 0.47 -0.20 0.52 1.66 1.26
Other,nev + 0.04 0.09 0.02 0.09 0.05 0.07 0.07 0.07
Other,ney - 0.05 0.05 0.05 0.08 0.05 0.03 0.04 0.00
Other,Qev + 0.05 -0.03 -005 0.07 -047 019 -0.10 -0.42
Other,Qey - 0.07 0.14 0.13 0.07 059 -010 0.21 0.49
Other,K*ev + 0.07 0.11 0.05 0.08 0.19 0.05 0.36 0.22
Other,K*ey - 0.01 0.03 0.02 0.09 -0.10 0.06 -0.27 -0.13
Other, Fake Tags | -0.13 -0.13  0.05 0.13 -0.17 -0.04 -0.90 -0.85
Other, Fake Tags-| 0.24  0.32 0.00 0.07 0.31 0.22 1.07 1.13
Other, Other -0.24 -010 -0.09 011 -029 0.17 0.54 -1.84
Other - -0.24 -0.10 -0.09 011 -0.29 0.17 0.54 -1.84

EID Fakesgr — e+ | 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EID FakesK — e- | 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
KL + -0.08 -0.02 -0.13 -0.08 -0.14 -0.14 -1.94 0.19

KL - 0.08 0.02 0.11 0.08 0.16 0.13 1.89 0.20

7° Fakes 084 070 -089 055 0.10 124 -537 1.25

Total Bkgd. Sys. 0.92 0.82 1.01 0.72 0.74 1.38 6.04
D — KO%*y,

non-DDbar+ 0.06 006 005 004 005 004 005 004 0.03 042
non-DDbar - 005 005 005 004 006 004 004 007 002 -0.38
Other,K%% + 006 006 005 004 005 004 005 005 0.03 0.30
Other, K0 - 0.04 004 005 004 006 004 004 005 003 -0.26
Other,K*ey + 0.06 006 006 005 007 006 009 009 021 -0.08
Other,K*ey - 004 005 003 003 004 001 -001r 001 -017 0.0

Other, Fake Tags 0.01 0.02 0.02 -0.01 o0.01 0.01 -005 -0.02 -0.05 -0.07
Other, Fake Tags -| 0.10 0.09 0.08 0.09 0.11 0.07 0.14 0.13 0.11 0.27
Other, Other 0.01 0.04 0.04 0.02 0.02 -0.07 -0.16 -0.11 -1.22 -0.26
Other, Other - 0.09 0.08 0.04 0.07 0.10 0.15 0.29 0.23 1.63 1.65
EID Fakesy — e 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
EID FakesK — e 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Total Bkgd. Sys. 0.13 0.13 0.11 0.11 0.14 0.15 0.27 0.23 1.46

74



6.11 Form Factor Parameterizations

Since we bin our data ig? and use fiiciency matrices, we are not sensitive at first order
to the form factor input to Monte Carlo; however, we may be sensitive to non-linear
variations withing? bins. Systematic uncertainties due to thieet are estimated by
reweighting signal MC using alternate form factors. The alternate parameterizations
follow the three-parameter series expansion model, with parameters chosen based on
measurements in data. We choose four combinations of parameters that lie along the er-
ror ellipse of our 3-parameter series expansion fits, and average the covariance matrices
resulting from each combination. The resulting systematic uncertainties on the partial
rates are shown in Tab&17

Table 6.17: Form Factor Systematics: Changeslinin percent whenféciency

matrices are reformed with MC weighted to follow the three parame-
ter series expansion model with parameterandr,

Al'1 A AT'3 ATy AT's AT's AT7  Al's  Alg

D° -7 e've | 0.06 -0.05 -0.05 -0.05 -0.07 -0.11 -0.04

D° - K-e"ve | 0.02 -0.02 -002 -0.01 -0.01 -0.01 0.00 002 -0.08
D* — n%"ve | 0.15 -0.03 -0.07 -0.06 -0.10 -0.15 0.57

D* — Kl*ve | 0.03 -0.02 -0.02 -0.02 -002 -0.01 0.01 0.02 0.08

6.12 ISR

The dfect of initial state radiation was found to be negligible for the 281" @maly-

sis. To arrive at this conclusion, that analysis measufiéciencies using Monte Carlo
samples split into samples of events with ISR energieg5 keV or< 25 keV. We

have followed this procedure, remeasuring rates in data with the following changes in

procedure:
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¢ Signal Hiiciencies are taken from signal MC events with eitBgyr > 25 keV or

Eisr< 25 keV.
¢ Signal shapes are taken from the same sample used to obtain signaheies

e Tagging Hiiciencies are taken from generic Monte Carlo events with eEhgy>

25 keV orE;sgr < 25 keV.

The changes in rates are around 0.1-0.2%, with the shifts dominated by the statistical
uncertainty of the procedure. Because these are extreme variations — the limits of no ISR
or all ISR can be ruled out. The small rate variations are therefore large over-estimates
of the systematic uncertainty due to ISR simulation. We assume the true ISR systematic

uncertainties are negligible.

6.13 Smearing ing?

We have already noted that the U distributions in data appear to be slightly wider than
those in the Monte Carlo, indicating that may be additiagfabmearing in the data.
Estimates of this discrepancy are somewhéialilt to come by, but one fairly simple
estimate can be made by assuming that the majority of the smearing in U originates in
hadron momentum measurements. A supporting piece of evidence for this hypothesis
is the larger U smearing discrepancylri — n%*v, than in the other semileptonic
modes. Usingf? = mg — e, , — 2Mp Ep,g, it follows thatsg? = —2mp§Enae. Given the
~ 6 MeV of additional smearing ilD° — 7~€"ve, D° > K-€*ve andD* — KOy,
U distributions,g? distributions in these modes will be smeared by an additior@ 0
Ge\2. The additional U smearing of 13 MeV iD* — n%*v, corresponds to extra
smearing of 0.05 Ge¥/

To estimate theféect of such smearing, we have recalculated sigfi@iency matri-

ces by randomly smearing the reconstruaigdf each event in the signal Monte Carlo
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Table 6.18:0° Smearing Systematics: Changes\iii in percent whenféiciency
matrices are altered to increagesmearing. To reduce statistical un-
cetainties, the procedure was repeated 10 times witbrdint random
seeds.

Al'r AT’ Al's AT’y Al's Al'g Al'7 Al'g Al'g
D% 5 ey,

seed 1 076 -0.10 -0.06 -0.27 0.17 -0.53 -0.23
seed 2 1.02 -019 -044 -016 044 -060 -0.35
seed 3 1.02 -019 -044 -0.16 044 -0.60 -0.35

seed 4 0.65 012 -027 -018 031 -0.64 -0.24
seed 5 0.83 -0.07 -035 -010 042 -063 -0.37
seed 6 0.83 -0.07 -035 -010 042 -0.63 -0.37
seed 7 0.87 -0.10 -0.34 010 0.05 -043 -0.49
seed 8 085 -036 008 -043 013 -030 -0.21

seed 9 091 -011 -030 -0.08 031 -0.84 -0.19
seed 10 0.68 0.00 -0.18 -0.21 033 -0.84 -0.02
avg 0.84 -011 -026 -016 030 -0.60 -0.28

D0 - K-etve
seed 1 0.66 -0.13 -0.02 003 -0.22 -040 -0.08 -040 -1.89
seed 2 0.67 -0.12 0.10 -0.09 -0.26 -0.46 0.24 -0.89 -1.96
seed 3 0.52 0.03 -0.03 -0.17 0.09 -048 -0.06 -041 -2.28
seed 4 0.61 -0.10 019 -028 001 -050 010 -0.79 -2.22
seed 5 0.65 -0.24 0.20 -0.13 -0.16 -0.47 0.16 -0.44 -2.68
seed 6 0.66 -0.06 -0.17 002 -0.06 -047 -0.02 -0.60 -1.71
seed 7 0.66 -0.20 0.20 -0.21 0.01 -0.60 0.15 -0.73  -2.07
seed 8 0.62 -0.11 0.05 -0.06 -0.06 -0.63 0.19 -0.77  -1.73
seed 9 0.61 -0.10 0.1 -019 0.00 -056 003 -057 -2.00
seed 10 0.58 -0.06 0.05 -0.15 0.01 -0.50 0.04 -0.64 -2.01

avg 0.62 -0.11 0.07 -0.12 -0.06 -0.51 0.08 -0.62 -2.05

D* - nl%e*ve
seed 1 1.64 -0.16 -0.84 0.60 0.58 -0.99 -1.82
seed 2 149 047 -133 0.98 0.10 -1.17 -1.69
seed 3 1.39 0.60 -1.46 0.71 0.57 -1.58 -1.12
seed 4 207 012 -202 182 -0.74 -089 -1.78
seed 5 200 030 -169 144 -060 -1.18 -1.55
seed 6 1.76 0.55 -1.91 1.45 -0.56 -1.16 -1.34
seed 7 159 069 -252 220 -060 -1.19 -141
seed 8 191 051 -235 179 -048 -1.10 -1.60

seed 9 1.19 020 -1.88 1.94 0.11 -1.54 -0.81
seed 10 190 -048 -136 158 -0.11 -1.41 -1.02
avg 169 028 -1.74 145 -017 -122 -141

Dt — }Zoe“’ve
seed 1 0.72 -0.18 0.04 0.12 -1.04 074 -0.77 -085 -1.38
seed 2 0.16 -0.13 -0.09 0.46 -0.90 0.78 -0.29 -0.51 -0.54
seed 3 0.16 -0.13 -0.09 046 -090 0.78 -029 -0.51 -0.54
seed 4 0.76 -0.28 -0.04 0.33 -1.03 0.61 -0.88 -0.67 -1.29
seed 5 0.66 -0.28 0.12 0.28 -1.21 0.80 -0.83 -0.88 -0.92
seed 6 073 -019 -0.05 016 -106 0.8 -086 -0.51 -1.89
seed 7 0.84 -0.37 0.03 0.25 -1.06 0.67 -0.77 -0.94 -1.06
seed 8 076 -036 -0.05 033 -1.06 075 -058 -1.02 -1.26
seed 9 0.72 -0.23 0.01 023 -114 079 -0.71 -1.06 -0.99
seed 10 0.77 -0.24 -0.09 0.29 -1.17 0.73 -0.70 -0.80 -1.19

avg 063 -024 -0.02 029 -106 075 -067 -0.78 -1.11
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using a Gaussian of width@ Ge\? or 0.05 Ge\?, depending on the semileptonic mode

in question. To reduce the statistical uncertainty on the calculation, we repeated the pro-
cess ten times using aftérent random number seed each time. The change in partial
rates resulting from each of the ten smear@tiency matrices are shown in talfiel 8

To assign a systematic uncertainty to the rates, we average the results of the ten tests.
Although the resulting systematic uncertainties on the partial rates appear quite large,
they actually have only a smalffect on our results. Because thieet does not impact

the overall eiciency, it has nofect on branching fraction measurements. The primary
impact is on the form factor shape parameters, which have statistical uncertainties much

larger than the systematic uncertainties.
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CHAPTER 7
FORM FACTOR FITS

In the previous sections, we have extracted the partial rdies each mode and deter-
mined their systematic uncertainties. We now use this information to derive the semilep-

tonic branching fractions, form factor parameters and CKM matrix elements.

7.1 Fitting Technique

We fit the partial rates by minimizing:
m
X =) (AT - o(@))C (AT - 9(cP);) (7.1)
i,j=1

whereC;j; is the sum of the statistical and systematic covariance matrices falthe
andg(qg?); is the predicted partial rate in théh bin, obtained by integrating Equatiari
over theg? bin and using a hypothesizéW. || f. (qz) |. We perform separate fits using
five different parameterizations (f;. (qz) |. In each case, we vaty.4l |, (0)| and one
or more form factor parameters:in the modified pole modeM,qe in the simple pole
model,rsgw in the ISGW2 modelr; in the two-parameter series expansion anand
r, in the three parameter series expansion. See Seztiofor further details on the
parameterizations. To separate the statistical and systematic uncertainties on each of
the parameters, we redo the fits using only statistical covariance matrices, taking the
systematic uncertainty to be theférence between the statistjsgistematic combined
and statistical only fits in quadrature.

The form factors foD° — n~e*ve andD* — n%"v, are expected to be similar,
as are the form factors fd° — K-e*v, andD* — Koeﬂ/e. For this reason, we also
provide the results of combined fits to these isospin conjugate pairs. To accomplish this,
we again minimize thg? given in Eq.7.1, now modified so that thAT; for the isospin

conjugate modes are combined into one vector of lengtarC;; becomes ardx 2m
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covariance matrix for the combined’;; mis the number off? bins for the modes in
guestion. The individual covariance matrices for each semileptonic mode (described
in section6) form the diagonal blocks of the combined covariance matrices. Tthe o
diagonal blocks are formed by assuming that that the systematic uncertainties related to
tag line shapes, fake tags, positron identification and final state radiation are fully cor-
related across semileptonic mode while all other systematic and statistical uncertainties

are uncorrelated. The combined covariance matrices are shown in Tabléd.
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Figure 7.1: Fits to partial rates using a series parameterization with 2 parameters.
Error bars show statistical and systematic uncertainties.
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Figure 7.2: Fits to partial rates using a series parameterization with 3 parameters.
Error bars show statistical and systematic uncertainties.
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Figure 7.3: Fits to partial rates using a modified pole parameterization. Error bars
show statistical and systematic uncertainties.
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Figure 7.6: Isospin-combined fits to partial rates using a series parameterization
with 3 parameters. Error bars show statistical and systematic uncer-
tainties.

85



7.2 Form Factor Parameter Results

Fits to the partial rates of each semileptonic modes using each of models described
above are shown in Figur@s2-7.5. The form factor parameters resulting from these fits
are shown in Tabl&.5, the parameters obtained from isospin-combined fits are shown
in Table7.6

The quality of the fits are reasonable for all parameterizations; as long as at the
normalization and at least one shape parameter are allowed to float, all models describe
the data well. However, our results do support several conclusions that cast doubt on the
ISGW2, simple pole and modified pole models. Thaswe = 1.12 GeV'! parameter
predicted by the ISGW2 quark model is completely ruled out by our measurements. The
preferred value foM e is also many standard deviations from themass predicted
by the simple pole model. Calculating-1L/8 — «, defined in Eq2.14, using the results

of the three parameter series expansion fits to each semileptonic mode, we find:

1+1/8-6(D° > 7 e've) = 103+011x001

1+1/8-06(D° > K e've) = 094%005+002

)
)

1+1/8-6(D* > n%'ve) = 0.73+0.19+0.05
) = 0.80+0.06+0.01

1+1/8-6(D" > K''ve
. From the isospin-combined fits, we find:

0.94+0.09+ 0.02

1+1/8-6(D > n/x°v)

1+1/8-6(D - K/KPv) 0.89+ 0.04+ 0.01

. These values do not support the assumption by the modified pole modektizs &
a =~ 2.
Both the two and three parameter formulations of the series model produce fits of

reasonable quality. In all modes but the — K"y, (where all parameterizations
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Table 7.5: Results of form factor fits; statistical and systematic uncertainties on
the least significant digits are shown in parentheses

3 Par Series £.(0) [Veq| r ry po1, po2, p12 x2/d.o.f
DO - efve  0.152(5)(1)  -2.80(49)(5)  7(3)(0)  -0.440.69-0.94 /A5
DO > K e've  0.726(8)(6) -2.62(34)(10) 13(9)(2) -0.15-0.560.83 /8.9
D* - n%'ve  0.146(7)(2)  -1.36(88)(23)  -4(5)(1)  -0.440.65-0.96 /8.9
D* - Kletve 0.709(10)(10) -1.61(44)©9) -14(11)2) -0.12055-082 8.3

ao ai az P01, P0O2; P12
DO > etve  0.071(2)(1) -0.20(4)(0) 0.5(2)(0)  -0.44 0.69 -0.94
D - K e*ve  -0.026(0)(0) 0.07(1)(0) -0.3(2)(0) -0.15-0.560.83
D* - n%'ve  0.074(3)(2) -0.10(7)(2)  -0.3(4)(1) -0.440.65-0.96
D* - K%*ye  -0.026(0)(0) 0.04(1)(0) 0.4(3)(0) -0.120.55-0.82
2 Par Series £.(0) [Veq| r p x?/do.f
D% > retve  0.145(4)(1) -1.85(18)(2) 0.83 9
DY - K e*ve  0.719(6)(6) -2.20(19)(6) 0.67 4B
D* - n%'ve  0.150(5)(2) -1.93(25)(7) 0.80 I3
D* - Kletve  0.717(7)(10)  -2.04(25)(7) 0.63 1477
ag ai Y
DO - 7 efve 0.071(2)(1) -0.13(2)(0) -0.89
D% - K-etye  -0.027(0)(0) 0.06(1)(0) -0.55
D* - n%*ve  0.074(3)(1) -0.14(2)(1) -0.92
D* - K%*yve  -0.026(0)(0) 0.05(1)(0) -0.45
Modified Pole  £,.(0) [Veq| @ p Y?/do.f
DO - netve 0.145(4)(1) 0.20(8)(1) -0.82 g5
D - K-e*ve  0.718(6)(6) 0.30(4)(1) -0.66 94
D* - n%*ve  0.150(5)(2) 0.24(11)(3) -0.77 3
D* - Kle*yve  0.717(7)(10) 0.26(6)(1) -0.61 147
Simple Pole £.(0) [Veq| Mpoie(GeV) p Y?/do.f
DO - netve 0.146(3)(2) 1.91(3)(0) 0.71 59
D - K e*ve  0.721(5)(6) 1.92(2)(1) 0.61 3B
D* - n%*ve  0.153(4)(3) 1.92(4)(1) 0.64 22
D* - K%*y,  0.721(6)(10) 1.95(3)(1) 0.56 158
ISGW2 £.(0) [Veq| r p x?/do.f
D% 5 retve  0.142(4)(2) 1.99(9)(1) -0.80 122
DY - K e*ve  0.715(5)(6) 1.60(3)(1) -0.64 6D
D* - n%*ve  0.148(5)(3) 2.02(12)(4) -0.74 0®
D* - K%tve  0.715(7)(10) 1.57(4)(1) -0.60 138
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Table 7.6: Results of combined form factor fits to isospin conjugate pairs; statisti-
cal and systematic uncertainties on the least significant digits are shown
in parentheses

3Par Series  1,(0)|Vq| rn r pon pozp12  x°/d.o.f

D — n/n%v 0.150(4)(1)  -2.35(43)(7) 3(3)(0) -0.43 0.68 -0.94 18.3

D — K/K%y 0.719(6)(7)  -2.23(27)(9) 2(7)(1) -0.11 0.53-0.81 185
ag ai a £01,£02,012

D — n/nv 0.072(2)(1) -0.17(3)(1) 0.3(2)(0) -0.430.68-0.94

D — K/K%y  -0.026(0)(0) 0.06(2)(0) -0.1(2)(0) -0.110.53-0.81

2 Par Series £(0) [Veq| r P x?/d.o.f
D — n/n%yv 0.147(3)(1)  -1.86(15)(4) 0.81 17180
D— K/K%y  0.718(4)(7) -2.16(15)(7) 0.62 1814
ag a1 P

D — n/nCey 0.071(2)(1)  -0.13(1)(0) -0.89

D — K/K%y  -0.026(0)(0)  0.06(0)(0) -0.51

Modified Pole  f,.(0)[Veq| @ p Y?/d.o.f
D — n/n%y 0.147(3)(1)  0.21(7)(2) -0.80 1210
D— K/K%v  0.717(4)(7)  0.29(3)(2) -0.61 19
Simple Pole f.(0)[Ved  Mpoie(GeV) P Y?/d.o.f
D — n/n%v 0.148(2)(2) 1.92(2)(1) 0.69 10
D - K/K%y  0.721(4)(7) 1.93(2)(1) 0.55 1814
ISGW2 £(0) [Veq| r P x?/d.o.f
D — n/n%y 0.144(3)(2) 1.99(7)(2) -0.78 158
D — K/K%y  0.715(4)(7) 1.59(2)(1) -0.59 198

have slightly large values gf due to a statistical fluctuation between the fifth and sixth

o? bins), they? per degree of freedom using a three parameter fit is smaller than that
obtained with a two parameter fit. The strongest evidence for a non-zero vadypésof

in D° — ne*ve, Wherer, = a,/a is slightly more than two standard deviations larger
than zero. Thus, although there are hints of a preference for the three parameter fit, we

do not have sfiicient statistical evidence to draw strong conclusions on this point.
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Figure 7.7: Comparison of theoretical predictions and experimental measure-
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Figures7.7 gives an update of the form factor parameter comparisons shown in
Section2.4, now with our results shown by the points labeled “CLEO-c/8b8 In all
cases, our results are in reasonable agreement with the results of other experiments. We
also agree well with Lattice QCD results for(0). Oura parameter is lower than the
LQCD prediction, but as systematic uncertainties on the LQCD value are not available,

the size of the discrepancy isficult to quantify.

7.3 Branching Fraction Results

Branching fractions are extracted from the three parameter series expansion fit by inte-

grating the optimizedI'/dcf over the entire? range. We find the branching fractions

to be:
B(D° > 7e've) = (0.2890.008: 0.003)%
B8(D° > K e'v,) = (351+0.03+0.05)%
B(D* - n%'ve) = (0.405+0.016+0.009)%
B8(D* - K%'v,) = (8.83+0.10+0.19)%

Figure 7.8 shows our branching fraction measurements in comparison with other ex-
perimental results. Included in these plots are the averaged results of a tagged and an
untagged analysis of the initial 281 pbof CLEO-c data. While this sample forms a
subset corresponding to about one third of the data analyzed here, the systematic un-
certainties of the measurements in this work are largely uncorrelated with those of the
previous measurements due to significantlffedent analysis techniques. Thefdi-

ences between the results reported here and those of previous CLEO-c measurements

are consistent within statistical and systematic uncertainties. We also find the branching
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fractions reported here to be in excellent agreement with all available results from other

experiments.
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Figure 7.8: Comparison of measurement®afemileptonic branching fractions.
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7.4 Extraction of Vg and Vs
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Figure 7.9: Comparison of measurements of CKM matrix elements.

To extract the CKM matrix element&y andV,s, we take thef, (0)V values from
the isospin-combined three parameter series expansion fits and use the Lattice QCD
measurements] f,(0) = 0.64+ 0.03+ 0.06 for D — x transitions and_(0) = 0.73 +
0.03+ 0.07 for D — K transition, finding:

Ved 0.235+ 0.007+ 0.002+ 0.025

0.985+ 0.009+ 0.007+ 0.103

VCS

where the third error is due to LQCD. These values are in agreement with other CKM

measurements, shown in figufe.
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CHAPTER 8
CROSS-CHECKS

We have executed several consistency checks to look for possible problems with the
analysis procedure. These include comparisons of the results adtessrditag modes,
between isospin conjugate modes and fiiedent data samples. As further verification

of the signal yield fits, we have studied d&tante Carlo agreement in kinematic dis-
tributions other than U angf. None of these tests, each of which is documented below,

indicates a problem with the analysis.

8.1 Consistency of Results Across Tag Modes

Table 8.1: Variance of Partial Rates Across Tag Modes

SL mode Expected Variance
D% - 7 efve 12 14+ 5
DO - K~e*ve 21 18+ 6
D* — n0%"ve 36 35+ 8
D* - KO%*ve 37 45+ 9

The decision to fit signal and tag yields separately for each tag mode was made in
order to allow for diferent background normalizations in théfdient tag modes. The
choice also allows comparisons of results iffefient tag modes. The partial rates as a
function ofg? are shown in Figuré.2for each of the tag modes. By eye, the tag modes
agree reasonably well; to quantify this agreement, we compute the variance of the rates

using: ,
Ntags Ngsqbins L. __.
Var([) = i g‘: u (8.1)

5 Tij

whererl;; is the partial rate for birj measured in tag mode 1:,- is the rate for binj

averaged over tag modes as is the uncertainty oifijj. This variance is expected to
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have ay? distribution, with meamy,s and variance By, where the number of degrees
of freedomngos = Ng2 pins X (ntag modes— 1). The observed variances for each mode are

given in Table8.1; they agree well with their expected values.

8.2 Isospin Conjugate Comparison

Figure 8.1:/f, (q?) *Vql? for each mode, with isospin conjugate modes overlaid.
Points have been symmetricallyfget from bin centers to facilitate
display.
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Figure8.1shows

f, (qz)‘ |ch|2 for each semileptonic mode, with isospin conjugate
modes overlaid. This plot is formed by normalizing the standard partial rate results by
p3G2 /2473 (wherep s the average momentum for thgbin). This quantity is expected

to be the same for isospin conjugate modes (within a theoretical uncertainty of up to a
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2
few percent). Indeed, we find tk{dt (qz)‘ |ch|2 integrated ovegy? differ by—0.07+0.08

for therey modes and 023+ 0.026 for theKev modes.

Figure 8.2: Patrtial rates with isospin conjugate modes overlaid. Points have been
symmetrically dfset fromg? bin centers to facilitate display.
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The partial rates are also expected to roughly agree for the isospin conjugate modes.

These are shown in figu&2 The rates summed ovef differ by Q10 + 0.06 for the

mev modes and @02 + 0.015 for theKer modes. Part of the rate asymmetries arise

from the diference between the /7° andK*/K® masses. Taking this into account, the

summed rates fier by Q08+ 0.06 and 0006+ 0.015. Whether one considers integrated

form factors or rates, the conclusion is the same: the results for isospin conjugate modes

agree.
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8.3 Comparison of Results in Earlier and Later Data

Table 8.2: Tag Yields in 281 pb of data and 537 p8 of data using the proce-
dures of this analysis. All tag cuts, includifdgc have been applied.
Based on the luminosities in the two samples, the ratio of yields is ex-
pected to be 1.91.

mode Yield (281) Yield (537) Ratio Yielgbb (281)  Yieldpb (537)

DO - K7+ 51535+ 230 97905+ 318 1900+ 0.010 183 182

D% - K=x*x0 98510+ 347 186847 479 1897+ 0.008 351 348
D% —» K-z*x*n~ | 78351+ 303  14880Q:419 1899+ 0.009 279 277
D* —» K ntna* 80566+ 291  15311Q-403 1900+ 0.008 287 285
D* - K n*n*n® | 24119+ 195 45644266 1892+ 0.019 86 85
Dt — Kgﬂ+ 11559+ 116 22287 157 1928+ 0.023 41 42
D* —» Kgn*no 25652+ 210 49407 272 1926+ 0.019 91 92
D* — KOr*n*n~ | 16815+190 32271245 1919+ 0.026 60 60
D* —» K*K™n* 6882+ 100 13033t 138 1894+ 0.034 24 24

We have compared our results in the initial 28T 'péand final 537 pbt of CLEO-c
data to exclude significant changes in detector performance through the several years of
data-taking. Tabl&.2 shows the yields produced by our tag yield fitter when run over
the 281 pb' and 537 pb* data samples separately. The ratios of these yields agree well
with the expected ratio of 1.91. Signal yields in the two samples are shown in Table
8.3. While the yield ratios here are also consistent with 1.91,Dhe— n~e*v, and
D% — K-e*v, ratios are all slightly smaller than expected. We have studied these fits in
detail and find no evidence that this is anything other than a statistical fluctuation. The
partial rates observed in these two data samples, obtained using the same signal and tag

efficiencies, are shown in Figug3.
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Table 8.3: Signal Yields in 281 pbof data and 537 pB using the standard pro-
cedures of this analysis (and summing yields frongabins). Based
on the luminosities in the two samples, the ratio of yields is expected

to be 1.91.
SL mode tagmode 281pb 537pb!  Ratio (%)
DO - 7 etve DO - K x+ 115+ 11 197+13  171+0.21

DO - 7 etve DO - K7tn0 212+15  386+21 182+0.16
DY > retve DO K atatnr~  164+14  297+18  181+0.19
DO — netve All Tags 492+23  879+31 179+011
DY — K e*ve DY - K-zt 1100+ 34 2013+ 46 183+0.07
D% - K-eve D0 - K-n*tz®  2146+47 4023+65 187+0.05
D° > K e*ve DO K atr*a~ 1698+42 3140+57 185+ 0.06

D% - K~e*ve All Tags 4944+ 72 9176:98 186+ 0.03
D+ - %"y D* - K ntn* 140+ 13  269+18  193+0.22
D* - n%*ve Dt - K rtatad 37+7 76+ 10 208+ 0.49
D* — n%*ve D* — K3r* 215 32+6  149+045
D* — n%"ve D* - K2r* 70 50+8 91+10 184+0.36
D* - n%*ve D' - Kortatn~ 32:6 56+ 9 174+0.43
D* - n%%yve D' - K*K x* 9+5 21+ 9 234+ 131
D* — K"y, All Tags 289+ 19  546+36 189+0.19

D* — KO%tve D —» K z*zt  1441+39 2769+54 192+ 0.06
D* - K%'y, D' - K rtrta® 426+£21  761+28  179+0.11
D* — KO%*ve D* — KZr* 202+14  413+21 205018
D* - K%'ve  D* - K3r*n®  437+22  852:+30 195+012
D* —» K%*ve D* — KO%*z*x~ 270+17  558+24 206+0.16
D* - Kl*ve D* - K*K 7t  128+£12  207+15 163+0.20
D* - Kle%y, All Tags 2904+ 55 5561+76 192+ 0.04
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Figure 8.3: The partial rate distributions measured separately in 281 and 537 pb
of data. The same signal and taggirfictencies were used in each
case. Upper leftD® — 7~e"ve, upper right:D° — K-e*ve; lower left:

D* — n%*v,; lower right: D* — K%y
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GeV cut has been applied
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Figure 8.5: Distributions of cagye, the cosine of the angle between #van the
semileptonicD rest frame and the in the W rest frame, using MC
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Figure 8.6: Distributions ofP|,, the momentum of the semileptonic electron

daughter, using MC scale factors from the signal U fi8 — n-e*v,

is shown in the top leftD® — K~e*v, in the top right,D* — #%e*v,
in the bottom left andd* — K", in the bottom right. The standard
-0.10< U < 0.24 GeV cut has been applied
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Figure 8.7: Distributions ofP|,, the momentum of the semileptonic electron
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|U| < 0.06 GeV cut has been applied.
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Figure 8.8: Distributions ofP|,, the momentum of the semileptonic hadron
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|U| < 0.06 GeV cut has been applied.
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8.4 Alternate Kinematic Distributions

Signal yields are extracted from distributions of the variable U using signal shapes taken
from Monte Carlo. To check the validity of these fits, we have compared data and
Monte Carlo in distributions other than U. To produce these plots, we scale signal and
background shapes from the Monte Carlo for egélbin and tag mode as they are
scaled in the signal yield fits and then sum overcdlbins and tag modes. Like the
shapes used in the signal fits, these distributions are corrected for biases in eléctron,
and charged hadron ID. In each case we provide two versions of the plots: one using
the standard (-0.1,0.24) GeV U range and another using a tighter (-0.06,0.06) GeV U
range. While the first version provides an estimate of faagreement including
backgrounds, the majority of backgrounds have been eliminated in the second version.
We provide distributions of three variables. FiguB24and8.5show the cosine of the
angle between the virtusl (in the rest frame of the semileptonic D) and the e (in the rest
frame of theW). Figures8.6and8.7 show the electron momentum (including recovered
bremsstrahlung showers) and FiguB8 and 8.9 show the meson momentum. In all

cases, we find the agreement between data and Monte Carlo to be acceptable.
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CHAPTER 9
CONCLUSION

We have measured partial semileptonic rates for the deBPiyss ne've, D° —

K-e*ve, DY — n%*v, andD* — K°e+ve. Using these partial rates, we have extracted
branching fractions, the CKM parameté¥sy and|V.{ and form factor shape param-
eters using several parameterizations. The branching fraction measurements are by far
the most precise to date, as are nearly all of the form factor measurments. The later are
significantly more precise than the best available theoretical predictions and, in particu-

lar, provide excellent goals for future LQCD form factor studies.
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Figure 1: Signal yield fitD° — ne*v, candidates opposite® — K*z~ tags in

data. Theg? bin increases from left to right and down the page. The
lower right-hand plot shows the sum of gfl bins.
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