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For decades, the cutting-edge of niobium superconducting radio-frequency cav-

ities for use in charged particle acceleration was limited to operating frequencies

up to 1.5 GHz resulting from the strong frequency dependence of the surface

resistance which limited achievable accelerating fields and increased cryogenic

power costs to unreasonable levels. Recent advancements such as nitrogen-

doping, nitrogen-infusion, and niobium(III)-tin coating of niobium cavities have

created an opportunity for the use of smaller, higher frequency cavities by de-

creasing surface resistance and, therefore, reducing cryogenic costs. Nitrogen-

doping and infusion surface treatments introduced an astounding effect called

’Q-rise’ where the cavity quality factor increases with increasing accelerating

field allowing quality factors to be achieved that were not previously possible.

This dissertation will discuss the field dependence of the surface resistance of

impurity-infused cavities at fixed frequency (1.3 GHz), the design and commis-

sioning of apparatus to perform electropolishing, high pressure rinsing, and

radio-frequency testing of high frequency cavities (3.9 and 5.2 GHz), a model

that uses data of the field and frequency dependence of the surface resistance

to find the optimal operating field, frequency, and temperature that minimizes

cryogenic power load per unit beam energy for accelerator design.
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CHAPTER 1

INTRODUCTION

1.1 Introduction to Accelerators

Particle accelerators are a wonderful invention. They are used to accelerate

charged particles such as electrons, protons, or ions to very high energies for

a myriad of purposes. Among these are studying the nature and structure of

subatomic matter, destroying cancer cells in proton therapy, and transmutation

of spent nuclear waste, to name a few [Wan08, YZQ19].

Accelerators use either static or alternating electric fields to accelerate

charged particles. The latter case is referred to as a radio-frequency (RF)

accelerator. This type of accelerator uses electromagnetic resonant cavities

that operate at microwave or radio frequencies to impart energy to the beam

[PKH08, Wan08]. Almost all modern high-energy accelerators use RF rather

than electrostatic acceleration. This is because electrostatic accelerators, such as

the cathode ray tubes found in old television sets, are limited to small energies

due to electric breakdown [Wan08]. Radio frequency accelerators do no have

this limitation [Wan08, Wie15] and, in theory, can be constructed to produce

any beam energy desired given enough time, space, and money.

Essentially, RF accelerators come only in two geometries: linear and circu-

lar. The primary difference between a linear accelerator (linac) and a circular

accelerator (e.g., synchrotrons) is that a charged particle beam only passes once

through the linac but can circulate indefinitely around the latter. This fact is an

advantage for circular accelerators since the beam can be accelerated each dur-
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ing each orbit. However, they also have the disadvantage of energy loss due to

the beam emitting synchrotron radiation as a result of their curved path [Wie15].

This ultimately limits the beam energy as an equilibrium is reached between the

energy gained from acceleration and the energy lost to radiation. At the time of

publication, the most famous and powerful circular accelerator in the world is

the Large Hadron Collider, at which, in 2012, the Higgs boson was discovered

[ATL12].

To complicate the matter further, an accelerator may be normal or supercon-

ducting. Normal conducting accelerators typically use copper resonant cavities

to achieve acceleration whereas superconducting accelerators typically use su-

perconducting niobium cavities, as the name suggests. As the temperature is

decreased, a superconductor will suddenly and discontinuously loose all elec-

trical resistance below a specific material-dependent critical temperature for

static fields [Tin96]. However, under the presence of RF fields superconduc-

tors do have a very small, yet finite resistance. Despite this, the resistance of

a typical superconducting cavity is several orders of magnitude smaller than

that of an equivalent copper cavity [PKH08]. Because of this, superconducting

cavities dissipate far less power than copper cavities and are able to operate

continuously at higher accelerating fields which leads to higher beam currents

and repetition rates. Furthermore, because of the lower resistance, and there-

fore, higher quality factor, superconducting cavities require less power to op-

erate at a given accelerating field. A detailed discussion of the advantages of

superconducting cavities is given in [PKH08]. The rest of this dissertation con-

cerns itself only with superconducting radio frequency (SRF) cavities and their

performance with respect to operating frequency, accelerating field, and surface

treatment.
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1.2 Organization of this Dissertation

This thesis will introduce the basic theory of superconductivity with a historical

approach in Chapter 1 followed by the fundamentals of RF superconductivity

required for the remainder of the text in Chapter 2. Cavity fabrication, prepara-

tion, and testing will be discussed in Chapter 4. The results of research will be

discussed in Chapter 5, 6, and 7. Chapter 5 will cover the field dependence of

the surface resistance of low temperature impurity infused 1.3 GHz cavities and

associated concentration profiles of impurities obtained through secondary ion

mass spectroscopy measurements. Chapter 6 will discuss the design and im-

plementation of the electropolishing, high pressure ringing, and test insert for

high frequency cavities (3.9 and 5.2 GHz) as well as the design and electromag-

netic simulation results of the forward power coupler for these cavities. Finally,

Chapter 7 will contain the discuss a model that optimizes the accelerating field,

resonant frequency, and cryogenic bath temperature to minimize the cryogenic

power load. This model is based on the experimental data on field and fre-

quency dependence of the surface resistance of cavities ranging in frequency

from 650 MHz to 4 GHz.

3



CHAPTER 2

INTRODUCTION TO SUPERCONDUCTIVITY

In this chapter, the theoretical fundamentals of RF superconductivity will be

outlined and summarized. These fundamentals are essential for the under-

standing of all that follows in this dissertation. First, the two most astounding

properties of superconductors will be discussed: perfect conductivity [Onn11]

and the Meissner effect [MO33]. The London equations [LL35], the two-fluid

model, Ginzburg-Landau theory [GL50], and BCS theory will be discussed next

[BCS57, MB58].

2.1 Perfect Conductivity and the Meissner Effect

It was discovered by H. Kamerlingh Onnes in 1911 that mercury, when passing

through a critical temperature Tc, suddenly and discontinuously lost all electri-

cal resistance [Onn11]. The implication of this discovery is quite profound: once

a constant electric current is set into motion, it will flow indefinitely without an

external power source. This is in stark contrast to ordinary metals – such as cop-

per, silver, and gold – which when cooled down to the same temperature will

still have a small, finite resistance requiring a voltage bias to maintain steady

current [Mat79].

The critical temperatures at which these special metals undergo a phase tran-

sition from normal to superconducting is dependent on the metal and its com-

position. For example, high purity niobium (Nb) will transition at 9.2 K whereas

niobium(III)-tin (Nb3Sn) transitions at 18 K [PKH08].
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Figure 2.1: The critical magnetic field Hc as a function of temperature in the
range T ≤ Tc for a type I superconductor. In the region H < Hc the metal is in
the superconducting state and for H > Hc the metal is in the normal state. In the
case H = Hc the superconducting and normal state are in equilibrium.

When a metal undergoes the transition from normal to superconducting, it

actively expels external magnetic fields. Furthermore, if an external magnetic

field is applied after the transition, a screening supercurrent is created on the

superconducting surface to exactly cancel out the external field within its inte-

rior [Tin96]. This behavior is referred to as the Meissner effect after its discovery

by Meissner and Ochsenfeld in 1933 [MO33].

There is an energy associated with expelling an external field from the inte-

rior of a superconductor due to the external magnetic pressure on the surface of

the superconductor. Because of this, there exists a critical field value at which

the energy of the normal state is lower than the superconducting state. Above

this critical value, the metal transitions to the normal state and the external field

enters the volume of the metal [Tin96]. The critical field Hc has a temperature
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dependence that is quite accurately describe by the empirical formula [Tin96]

Hc(T ) = Hc(0)
1 − (

T
Tc

)2 . (2.1)

This temperature dependence is shown in Figure 2.1. This illustrates the two

conditions required for the superconducting state to exist: (1) the temperature

must be below the critical temperature of the metal and (2) the external magnetic

field must not exceed the critical field. Critical magnetic fields are discussed in

more detail in the context of the Ginzburg-Landau theory in Section 2.4.

2.2 The London Equations and the Two-Fluid Model

In 1935, F. and H. London proposed a simple model to describe the electric

and magnetic fields within a superconductor [LL35]. According to the Lon-

don model, the electric field and the magnetic flux density are governed by the

relations:

E =

(
m

nse2

)
∂Js

∂t
(2.2)

B = −

(
m

nse2

)
∇ × Js (2.3)

where ns is loosely taken to be the superconducting electron density, m the mass

of an electron, e the electron charge, and Js the supercurrent density. Equa-

tion 2.2 dictates that a constant electric field will cause the supercurrent to in-

crease with time. In other words, the presence of an electric field accelerates the

superconducting electrons. This is in contrast to a normal metal where a con-

stant electric field will result in a constant current and, therefore, the average

electron velocity is also constant. Thus, Equation 2.2 describes the property of

perfect conductivity.
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The second of the London equations describes the Meissner effect. To see

why this is so, a substitution of Ampere’s law (∇×B = µ0J) into Equation 2.3 and

a clever use of vector identities can be used to arrive at the following relation

∇2B =
1
λ2

L

B (2.4)

where λL = (m/µ0nse2)1/2 is known as the London penetration depth [Tin96].

Equation 2.4 shows that the magnetic field decays exponentially, with charac-

teristic length λL, into the bulk. The temperature dependence of the penetration

depth is found to closely follow the empirical expression [Tin96]

λL(T ) = λL(0)
1 − (

T
Tc

)4−1/2

. (2.5)

Both London equations can be combined into a single relation to describe

the dependence of the supercurrent density on the vector potential A instead of

the electric and magnetic fields:

Js = −
nse2

m
A = −

1
µ0λ

2
L

A. (2.6)

To uniquely determine the potential, the London gauge (∇·A = 0) is used, A→ 0

in the bulk, and A · n = 0 where n is the unit vector normal to the surface of the

superconductor [Tin96].

It should be noted that the London model employs local electrodynamics

(i.e. the current density depends only on the value of the potential at that point).

It should also be noted that λL is used to denote the theoretical limiting value

of a pure superconductor in the case of local electrodynamics whereas λ is used

to denote the empirically determined value for imperfect, real-world supercon-

ductors where the assumption of material purity and local dynamics is not ap-

plicable. The case of nonlocal electrodynamics is discussed in the next section.
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2.3 Pippard’s Nonlocal Electrodynamics

A. B. Pippard constructed a theory of nonlocal electrodynamics to generalize

the London model in 1953 [Pip53]. The justification behind the modification

is based on Heisenberg’s uncertainty principle [Pip53, Tin96]. He argued that

electrons near the Fermi surface in the vicinity of Tc (i.e., energies within ∼ kBTc

of EF) have momenta spread ∆p ∼ kBTc/vF where EF and vF are the Fermi energy

and velocity, respectively. According to the uncertainty principle, ∆x ∼ h̄/∆p ∼

h̄vF/kBTc. Thus, the spatial extent of the superconducting wavefunction must be

on the order of ξ0 ∼ h̄vF/kBTc where ξ0 is referred to as the Pippard coherence

length. Sometimes the coherence length is written in the form:

ξ0 = a
h̄vF

kBTc
(2.7)

where a is a numerical constant close to unity [Tin96].

Pippard took this coherence length and proposed an integral expression for

the supercurrent density

Js(r) = −
3

4πµ0λ
2
Lξ0

∫
R[R · A(r′)]

R4 e−R/ξ d3r′ (2.8)

where R = r − r′ and the (un)primed coordinate is the (observation) source

point. Simply put, the current density at a point r depends on the potential at

all points r′ within a small sphere of radius ξ centered about r. Note that this

equation intrinsically includes normal conducting electron scattering in the ex-

ponential term. This is because ξ is taken to be the effective coherence length

due to scattering (i.e., the electron mean free path ` is finite). In the case of a per-

fect crystal with no imperfections or scattering sites, ξ0 would be used instead

of ξ. The ’dirty’ coherence length is related to the ’clean’ coherence length by
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[Pip53]
1
ξ

=
1
ξ0

+
1
`
. (2.9)

Similary, the effective penetration depth is also altered by scattering and is well

approximated by the expression [Tin96]

λ = λL

(
1 +

ξ0

`

)1/2

. (2.10)

With the mean free path `, coherence length ξ, and penetration depth λ now

defined, it is important to mention two important regimes. In the clean limit

(` � ξ0), ξ and λ reduce to ξ0 and λL, respectively. In the dirty limit (` � ξ0),

` � λ and ξ ≈ `. These regimes will be relevant later on.

2.4 The Ginzburg-Landau Theory

The next step in the development of the understanding of superconductivity

came from V. L. Ginzburg and L. D. Landau in 1950 in the form of their phe-

nomenological theory of superconductivity [GL50]. The success of the GL the-

ory was its ability to describe macroscopic properties of superconductors using

intuitive thermodynamic arguments.

The theory begins with a complex order parameter ψ(r) which can be inter-

preted to be proportional to the superconducting electron density, ns ∝ |ψ(r)|2.

Assuming ψ(r) is small and varies slowly in space, Ginzburg and Landau

showed that the free energy density fs of a superconductor in the vicinity of

Tc could be approximated via a series expansion

fs = fn + α|ψ|2+
1
2
β|ψ|2+

1
2m
|(−i h̄∇ − 2eA)ψ|2+

µ0H2
a

2
(2.11)
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where fn is the normal state free energy density, α and β are dimensionless pa-

rameters, and Ha is the externally applied magnetic field. In the absence of ex-

ternal fields and ignoring the kinetic term, the free energy difference takes the

form

fs − fn = α|ψ|2+
1
2
β|ψ|4. (2.12)

This approximate form only remains valid for small |ψ| (i.e., T ∼ Tc) and, there-

fore, β must be positive (otherwise the parabolic shape of fs − fn would open

downwards and the minima of the free energy would be undefined). Conse-

quently, when T → Tc from above, α must switch from positive to negative

(i.e., from the normal conducting to superconducting state). When α < 0, the

minimum in the free energy occurs at the value

|ψ|2= |ψ∞|
2= −

α

β
(2.13)

where ψ∞ is the value deep in the bulk where all external fields are effectively

screened out. Substitution of Equation 2.13 into Equation 2.12 and the definition

of the thermodynamic critical magnetic field Hc [Tin96] yields an expression for

the minimum value of the free energy

( fs − fn)min = −
α2

2β
= −

µ0H2
c

2
. (2.14)

From the Ginzburg-Landau theory, expressions for the penetration depth λGL

and coherence length ξGL can be derived [Tin96] although the explicit derivation

will be omitted here. The subscripts are present to differentiate them from the

values derived from the London’s two-fluid model and, later, the BCS theory.

The Ginzburg-Landau penetration depth and coherence length in terms of the

dimensionless parameters α and β are given by [GL50, Tin96]

λGL =

√
mβ

2µ0e2|α|
(2.15)
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and

ξGL =

√
h̄2

4m|α|
, (2.16)

respectively, where m is the electron mass. The coherence length can be ex-

pressed in a more explicit form involving the flux quantum Φ0 = h/2e, Hc and

λGL as shown below:

ξGL =
Φ0

2
√

2πµ0HcλGL

. (2.17)

It is here that the famous Ginzburg-Landau parameter κ is introduced. This

dimensionless parameter is defined as

κ ≡
λGL

ξGL
=

2
√

2πµ0Hcλ
2
GL

Φ0
(2.18)

This parameter defines two distinct types of superconductors separated by the

value κ = 1/
√

2. Superconductors for which κ < 1/
√

2 are known as type I and

for κ > 1/
√

2 they are known as type II.

2.4.1 Type I and II Superconductors

Type I superconductors have a positive surface energy at the boundary between

superconducting and normal conducting regions [Tin96, PKH08]. This means

that no magnetic flux can enter the superconducting regions until the applied

field Ha = Hc. In general, the geometry of the superconductor is important and

can cause enhancements of the field in certain regions. For example, consider

a spherical superconductor in a uniformly applied magnetic field pointing in

the z-direction. Because of the way the sphere expels the magnetic flux, the

field at the equator of the sphere will be Heq = (3/2)Ha [Tin96]. Thus, when

Ha = (2/3)Hc, the field at the equator Heq = Hc. As the applied field strength

increases further, the field at the equator grows in strength and more of the
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sphere becomes normal conducting. However, the superconducting state won’t

be completely destroyed until H = Hc everywhere inside the sphere. Type I

superconductors will not be mentioned beyond this point since this dissertation

concerns itself only with the type II category.

Type II superconductors, on the other hand, have a negative surface energy

at the normal-superconducting boundary resulting in dramatically different be-

havior [Tin96, PKH08]. Superconductors of this variety have two critical fields

Hc1 and Hc2. The former is the field at which it is more energetically favor-

able for magnetic flux to coexist within the superconductor rather than being

expelled [Tin96, PKH08]. However, for magnetic flux lines that exist entirely

outside the superconductor there is an energy barrier that it must first over-

come to enter the superconductor. This is known as the superheating field Hsh

above which magnetic vortices can enter the superconductor from its exterior.

As the field strength increases and evenetually exceeds Hc2, the superconduct-

ing state is completely destroyed. This point is known as the upper critical field

Hc2 [Tin96, PKH08].

In the context of the Ginzburg-Landau theory, the lower and upper critical

fields are given by [GL50]

Hc1 =
Φ0

4πµ0λ
2
GL

ln κ =
Hc
√

2κ
ln κ (2.19)

and

Hc2 =
Φ0

2πµ0ξ
2
GL

=
√

2κHc. (2.20)

It should be clear from Equation 2.20 that for κ > 1/
√

2 the upper critical field

Hc2 > Hc and the superconductor is type II. Otherwise, the nonphysical result

Hc1 > Hc > Hc2 arises and, therefore, the superconductor must be type I with

only one critical field, Hc.
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2.5 The BCS Theory

In 1957, Bardeen, Cooper, and Schrieffer presented the first microscopic theory

of superconductivity [BCS57]. The theory introduced the concept of Cooper

pairs where two electrons of equal and opposite momenta and spin (k ↑,−k ↓)

would form a single composite boson via a weak attractive potential mediated

by electron-phonon interactions [BCS57, Tin96, PKH08]. Cooper pairs obey

Bose-Einstein statistics allowing them to occupy the ground state simultane-

ously leading to the observed macroscopic superconducting state.

A consequence of the BCS theory is the alteration of the electron density of

states such that an energy gap appears at the Fermi level as the conductor passes

through the superconducting transition. The BCS theory predicts an energy gap

Eg at T = 0 that is on the order of kBTc

Eg = 2∆(0) = 3.528kBTc (2.21)

where kB is Boltzmann’s constant [BCS57]. Rewriting the above in terms of the

gap parameter ∆(0) yields
∆(0)
kBTc

= 1.764 (2.22)

Notice that this value is independent of material in the theory but in prac-

tice may depend on factors such as material, impurity composition, and field

strength. The gap parameter approximately follows the temperature depen-

dence given by [BCS57, Tin96]

∆(T )
∆(0)

≈

[
cos

(
πt2

2

)]1/2

(2.23)

where t = T/Tc and remains relatively constant (i.e., ∆(T ) ≈ ∆(0)) for T < 0.5Tc

but drops rapidly to zero at as T → Tc. Physically, the energy gap 2∆ is the
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energy required to break a Cooper pair. The density of electrons above the gap

(i.e., quasiparticles excitations) follows an exponential dependence on the en-

ergy gap [Tin96]

nn ∝ exp
(
−

∆(T )
kBTc

)
. (2.24)

Thus, as T → Tc the energy gap ∆(T ) → 0, ns → 0, and nn → n where n is the

electron density of the normal state.
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CHAPTER 3

RADIO FREQUENCY SUPERCONDUCTIVITY

The field of RF superconductivity concerns itself with oscillating electric and

magnetic fields in superconducting resonant cavities. An illustrative example

is the cylindrical pillbox cavity since the fields can be solved for analytically.

For more complicated cavities geometries, such as the elliptical design used

throughout this dissertation, the fields must be calculated numerically with

electromagnetic simulation software. This chapter will discuss the fundamen-

tals of radio-frequency superconductivity relevant for superconducting acceler-

ator cavities.

3.1 The Cylindrical Pillbox Cavity

Consider a cylindrical cavity of radius R and length L. For the fundamental

transverse magnetic mode TM010 (i.e., the mode used in accelerator cavities),

the electric field is purely in the longitudinal z-direction and the magnetic field

magnetic 
field

electric 
field

beam axis

magnetic
field

electric
field

beam
axis

𝑟

𝑧

Figure 3.1: Electric and magnetic field configuration for the TM010 for a cylindri-
cal pillbox cavity (left) and and elliptical cavity (right). The circle and dot points
out of the page and the circle and cross points into the page.
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entirely in the azimuthal φ-direction with fields given by

Ez = E0J0

(
2.405r

R

)
e−iωt and Hφ = −i

E0

η
J1

(
2.405r

R

)
e−iωt (3.1)

where E0 is the amplitude of the electric field, J0 and J1 are the zeroth and first

order Bessel functions of the first kind, respectively, r is the radial distance from

the origin, ω is the angular resonant frequency of the fields, and η =
√
ε0/µ0 is

the impedance of free space [PKH08]. The field configuration for a pillbox and

an elliptical cavity is shown in Figure 3.1

The TM010 mode is preferable for accelerator cavities because it maximizes

the electric field along the beam axis (r = 0). Charged particles moving along

the beam axis gain energy from the electric field as they pass through the cavity.

Most higher-order modes typically do not have an electric field along the beam

axis or, if they do, have a higher resonant frequency making them less desirable

for use in an accelerators [PKH08].

The elliptical cavity geometries used through this dissertation are similar

enough to a cylindrical pillbox cavity that qualitative features of the fields are

the same. That is, along the beam axis, the electric field points only in the direc-

tion of the beam and the magnetic field is entirely transverse. This leads directly

to the concept of accelerating gradient which is proportional to the amount of

energy a charged particle will gain as it passes through a cavity.

3.2 Accelerating Gradient

The accelerating gradient Eacc is the highest possible average electric field that a

charged particle would ’see’ as it travels through the cell of a cavity over a half
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RF period. In other words, Eacc can be expressed in terms of the average voltage

across the cavity cell, Vacc, along the beam axis and the length of the cell, d, as

[PKH08]

Eacc =
Vacc

d
. (3.2)

The accelerating voltage is calculated by integrating the longitudinal compo-

nent of the electric field as seen by the particle over the cell length [PKH08]:

Vacc =

∣∣∣∣∣∣
∫ d

0
Ez(r = 0, z)eiωz/c dz

∣∣∣∣∣∣ . (3.3)

Thus, the maximum possible energy gained, Emax, by a particle of charge e, is

the product of the charge and voltage:

Emax = eVacc = eEaccd. (3.4)

The accelerating gradient tells only a part of the story. One must also know

the performance of the cavity to evaluate the quality of its geometrical de-

sign and surface preparation method. This leads to the discussion of surface

impedance and quality factor.

3.3 Surface Impedance

The surface impedance Z of a cavity’s walls in terms of the normal and super-

conducting components of the conductivity, σn and σs, respectively, is

Z =

√
iµ0ω

σn − iσs
(3.5)

where ω is the frequency of the applied field and µ0 is the permeability of free

space [MB58, THS91, Gur17]. Breaking this into real and imaginary components
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yields a complicated expression which can be simplified by the assumption that

σn � σs and a clever use of a series expansion to arrive at [Gur17]

Z =
µ0ωσn

2σ2
s

√
σs

µ0ω
+ i

√
µ0ω

σs
. (3.6)

The conductivity of the superconducting state can be derived from the first Lon-

don equation [THS91, PKH08, Gur17]:

σs =
1

µ0ωλ
2
L

. (3.7)

Substituting this expression back into Equation 3.6 yields

Z =
1
2
µ2

0ω
2λ3

Lσn + iµ0ωλL. (3.8)

The real component of Z is the dissipative surface resistance, RS , and the imag-

inary component is the non-dissipative reactance, XS . The dissipative nature of

RS arises from losses due to the normal component of the current in the super-

conductor. The reactance is due to the motion of the supercurrent that screens

out external fields.

To find a more useful form for RS , an explicit expression for σn(ω,T ) must be

derived. A nice discussion of this derivation is given in the work of Gurevich

[Gur17] and the result is reproduced below:

σn

σn,0
=

4∆

h̄ω
sinh

[
h̄ω

2kBT

]
K0

[
h̄ω

2kBT

]
e−∆/kBT . (3.9)

Here, σn,0 is the residual conductivity of the normal state at T ≈ 0 , and K0 is the

zeroth order modified Bessel function of the second kind. Since h̄ω/2kBT � 1

for the frequencies ( f < 8 GHz) and temperatures (T < 0.5Tc) of interest, the

Bessel function in Equation 3.9 can be approximated by

K0

[
h̄ω

2kBT

]
≈ ln

[
4kBT
h̄ω

]
−C (3.10)
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where C is Euler’s constant [Gur17]. The small angle approximation sinh(x) ≈ x

allows for further simplification and, upon substitution into the formula for the

surface resistance, results in

RS =
µ2

0ω
2λ3

L∆

ρn,0kBT
ln

[
C1kBT

h̄ω

]
e−∆/kBT (3.11)

where C1 = 4/eC and ρn,0 = 1/σn,0 [Gur17]. Grouping of terms to simplify the

expression further yields

RS = A
(

1
T

)
ω2e−∆/kBT (3.12)

where the prefactor A is given by

A =
µ2

0λ
3
L∆

ρn,0kB
ln

[
C1kBT

h̄ω

]
. (3.13)

Empirically, the surface resistance is often written in terms of the

temperature-dependent BCS component, RBCS, and the temperature-independent

residual resistance, Rres, as

RS (Eacc,T ) = RBCS(Eacc,T ) + Rres(Eacc) (3.14)

where RBCS is given by Equation 3.12 and Rres is dependent on intrinsic prop-

erties of the superconducting material such as losses due to motion of trapped

magnetic flux vortices, lossy oxides, or metallic hydrides within the penetration

layer of the superconductor [PKH08, Gur17]. Once RS is known, the power dis-

sipated by the cavity can be calculated and, from that, the quality factor can be

defined. This is discussed in the following section.

3.4 Quality Factor

One of the most important quantities when it comes to accelerator cavities is the

intrinsic quality factor Q0 [PKH08]. The quality factor is related to the power
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dissipated by the cavity Pdiss, the cavity resonance frequency ω0, and the energy

stored in the fields U. Qualitatively, Q0 is proportional to the number of RF

cycles it takes for the cavity to dissipate the energy stored in the fields and is a

measure of cavity efficiency. Surface treatments are typically designed around

increasing Q0 to the highest achievable values. By definition, Q0 is given by

[PKH08]

Q0 =
ω0U
Pdiss

. (3.15)

The dissipated power depends only on the surface resistance and the ampli-

tude of the applied field

Pdiss =
1
2

RS

∫
|H|2 dA (3.16)

where it has been assumed that RS is field-independent and constant over the

interior cavity surface and the integral is taken over the surface area of the cavity

[PKH08]. The electromagnetic energy stored in the cavity fields is given by

U =
1
2
µ0

∫
|H|2 dV (3.17)

where the integral is taken over the cavity vacuum volume [PKH08]. Substitu-

tion of Equation 3.16 and 3.17 into the expression for the Q0 yields

Q0 =
ω0µ0

∫
|H|2 dV

RS

∫
|H|2 dA

. (3.18)

This can be simplified further by writing

Q0 =
G
RS

(3.19)

where G is known as the geometry factor and is defined as

G =
ω0µ0

∫
|H|2 dV∫

|H|2 dA
. (3.20)

The geometry factor depends only on cavity geometry but not its size, hence

the name. Therefore, the linear dimensions of a specific cavity geometry can be

scaled by a constant factor and G will remain unchanged.
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Table 3.1: Figures of Merit for Cavity Geometries Used in this Dissertation

Parameter LTE STE CTE QTE FLC1

f [GHz] 1.3 2.6 3.9 5.2 1.3
G [Ω] 278 278 278 278 278
Epk/Eacc 1.86 1.86 1.86 1.86 1.88
Bpk/Eacc [mT/MVm−1] 4.23 4.23 4.23 4.23 4.28
Epk/

√
U [MVm−1/J1/2] 15.1 42.3 78.5 123.7 15.1

Rsh/Q0 [Ω] 105 105 105 105 105
1 The FLC cavities are the only ones listed in the table

with a slightly different geometry. The TE series of cav-
ities differ only in their linear dimensions.

3.5 Figures of Merit

There are other figures of merit besides G that are important for characterizing

different cavity geometries. Among them are the ratio of the peak surface elec-

tric field to the accelerating field Epk/Eacc, the peak surface magnetic field to the

accelerating field Bpk/Eacc, the ratio of the shunt impedance to the quality factor

Rsh/Q0, and finally the ratio of the peak surface electric field to the energy stored

in the cavity field Epk/
√

U. These values are dependent only on cavity geome-

try and are determined through computational finite element analysis methods.

These parameters are used when calculating Eacc, RS , and Q0 from raw RF power

measurements. The values of the figures of merit for the cavity geometries used

in this dissertation are summarized in Table 3.1. All cavities listed in the ta-

ble are single-cell elliptical cavities of the slightly modified TESLA geometry

[ABB+00].

In accelerator physics, the shunt impedance is defined as the ratio of accel-
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Table 3.2: Typical Material Parameters for Pure Niobium and Stoichiometric
Nb3Sn

Material Parameter1 Niobium2 Nb3Sn3

Critical Temperature, Tc [K] 9.2 18
Normalized Energy Gap, ∆/kBTc 1.8 2.2
Penetration Depth, λ [nm] 39 89
Coherence Length, ξ [nm] 38 11
Superheating Field, Bsh [mT] 220 420
1 These are typical values and estimates shown pri-

marily to highlight the differences between Nb and
Nb3Sn and will depend on material purity and sur-
face preparation

2 Sources: [NM75, Kit05, Lia17]
3 Sources: [Kit05, God06, Lia17]

erating voltage to the power dissipated by the cavity [PKH08]

Rsh =
V2

acc

Pdiss
. (3.21)

Cavities are typically designed with a geometry that maximizes Rsh so that for a

given Vacc the dissipated power is minimized. Rearrangement and substitution

of Equation 3.15 into the above expression yields an expression for the shunt

impedance that does not depend on surface resistance (i.e., material indepen-

dent) but only on geometry like the other figures of merit mentioned so far:

Rsh

Q0
=

V2
acc

ω0U
. (3.22)

This follows from the fact that the voltage scales linearly with the cavity cell

length, frequency scales inversely with the cavity’s linear dimensions, and the

stored energy is proportional to the the cavity volume [PKH08].

Lastly, it is important to mention the relevant material properties for nio-

bium and their typical values and the values for niobium(III)-tin for compari-

son. The relevant material parameters include the critical temperature Tc, nor-
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malized energy gap ∆(0)/kBTc, penetration depth λ, coherence length ξ, and su-

perheating field Bsh. These values are summarized in Table 3.2. The values of

λ and ξ for niobium shown in Table 3.2 are for clean niobium (i.e., λ = λL and

ξ = ξ0). All other parameters listed are generally dependent on surface prepara-

tion and material purity.
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CHAPTER 4

CAVITY FABRICATION, PREPARATION, AND TESTING

This chapter will discuss the life-cycle of the niobium cavities used throughout

this dissertation beginning with cavity fabrication, followed by chemical etch-

ing and polishing of the cavity post fabrication, surface treatments achieved

through baking in an ultra-high vacuum furnace, cleaning of the cavity vacuum

surface and assembly onto a test insert used to run RF experiments, and finally

the RF measurement process.

4.1 Cavity Fabrication

The single-cell cavities start out as 3 mm thick niobium sheets. Cavity half cells

and beam tubes are deep drawn from high purity (RRR = 300) niobium. Beam

tube flanges are machined from reactor grade niobium. After the machining

of the individual components is complete, the parts are taken to the chemistry

room where they receive a light (1 to 2 min) buffer chemical polish (BCP) us-

ing a 1:1:2 volume ratio of 48% HF, 70% HNO3, and 85% H3PO4 acid solution.

The half cells, beam tubes, and flanges are then welded together via electron

beam welding. Finally, an optional round of additional BCP is done, followed

by a heavy electropolish (EP) of the interior surface of the cavity to remove ap-

proximately 100 to 150 µm from the surface to remove any imperfections and

inclusions introduced by the fabrication process.
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Figure 4.1: Quality factor, Q0, as a function of accelerating gradient, Eacc, at 2.0 K
for 1.3 GHz cavities treated with the standard bake, nitrogen infusion, and ni-
trogen doping.

4.2 Surface Preparation

Following the post-fabrication EP, the cavities are taken to an ultra-high vac-

uum furnace to be baked. There are four different bake recipes used throughout

this dissertation: the standard bake, a variation of the standard bake called the

low temperature bake, nitrogen infusion, and nitrogen doping. The details of

each recipe are discussed in the following sections. Examples of quality factor

measurements as a function of field for 1.3 GHz cavities at 2.0 K are shown in

Figure 4.1 for the standard bake, nitrogen infusion, and nitrogen doping.
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4.2.1 The Standard Bake

The standard bake is the most simple of the four surface preparations. It in-

volves an 800 ◦C ultra-high vacuum bake that serves to degas the predomi-

nately interstitial hydrogen [PKH08] accumulated during the post-fabrication

BCP and EP steps. This bake typically lasts from 3 to 5 hours. After the bake

has ended and the furnace has cooled down to 20 ◦C, it is vented with an ultra-

high purity nitrogen-oxygen gas mixture to allow a clean oxide layer to regrow

on the surface. The cavity is then removed from the furnace and moved directly

into a portable clean room where is it bagged and either taken to the chemistry

room for a final EP (. 5 µm) or to the Class 100 cleanroom to be prepared and

assembled for testing.

There is a variation of the standard bake called the low temperature bake.

In this variation, the cavity is either removed from the furnace to receive a

light EP (. 5 µm) and sent back into the furnace for a 48 hr ultra-high vac-

uum bake at 120 ◦C or it is baked for this time and temperature after the furnace

has been vented and the oxide has regrown. In either case, the 120 ◦C bake

causes the oxide layer on the surface to break up and the oxygen to diffuse

into the niobium surface. Cavities baked this way tend to reach higher accel-

erating gradients than standard bake cavities since they do not suffer from the

so-called ‘high-field Q-slope’ (HFQS) that is common in standard baked cavities

[VCC98, Kne00].

26



4.2.2 Nitrogen Infusion

Nitrogen infusion was first discovered at Fermi National Accelerator Labora-

tory (Fermilab) by Grassellino et al. [Gra17] is called so to differentiate it from

nitrogen doping which is done at much higher temperatures than infusion. The

infusion moniker refers to the diffusion of interstitial nitrogen and other light

elements such as oxygen and carbon into the niobium surface by tens of nm

which serves to lower the electron mean free path within the penetration depth

[Gra17, Man20]. This results in the effect referred to as ‘anti-Q-slope’ which is

an increase in Q0 with increasing Eacc. This anti-Q-slope behavior can be seen in

Figure 4.1. There are several theories that attempt to explain the cause of this

effect, but there is no definitive explanation at this point [Gur14, Lec21, Kub19].

The bake itself begins at 800 ◦C in ultra-high vacuum for 3 to 5 hours. The

furnace is cooled down to 160 ◦C while still under vacuum and sits for 3 hours

to allow the cavity temperature to equilibrate. A light atmosphere of nitrogen

(20− 40 mTorr) for times ranging anywhere from 12 to 168 hr is then introduced

into the furnace. Optionally, the nitrogen atmosphere can be pumped out after

the infusion step and the cavity vacuum annealed at the same temperature for

12 to 48 hr. The same venting and removal procedure from the standard bake

is used to remove the cavity from the furnace once the bake is complete. The

cavity is then bagged and taken to the Class 100 cleanroom to be cleaned and

assembled for testing.
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Figure 4.2: Test insert with a single-cell 1.3 GHz cavity installed with full instru-
mentation.

4.2.3 Nitrogen Doping

Nitrogen doping was first discovered at Fermilab by Grassellino et al. in 2013

[GRS+13]. The doping procedure starts with an ultra-high vacuum bake at

800 ◦C for 3 to 5 hr followed immediately by the introduction of a light nitrogen

atmosphere (∼40 mTorr) at 800 ◦C for 2 to 20 min and finally by an ultra-high

vacuum anneal at 800 ◦C for 0 to 30 min. The nitrogen doped cavities in this

dissertation use a doping time of 2 min and anneal of either 0 or 6 min.

This process grows a niobium nitride layer on the surface of the niobium

[GRS+13]. From this nitride layer, nitrogen diffuses interstitially many µm into

the bulk. Since the growth process is uncontrolled, different phases of nitride

are formed. Some of these phases are lossy in RF fields and, therefore, must be

removed. The removal of the nitride layer is done via EP (5 − 50 µm). Doing

so allows one to finely control the electron mean free path since the nitrogen
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concentration varies slowly over many penetration depths [Gon16a]. This treat-

ment also result in ’anti-Q-slope’, an example of which can be seen in Figure 4.1.

4.3 Cleaning and Assembly

After a cavity has received one of the surface preparations outlined above, it is

taken to our Class 10 cleanroom where it is rinsed on a high pressure rinsing

(HPR) system. The HPR system uses ultraclean de-ionized water and a rotating

750 − 1000 psi nozzle that traverses the length of the interior cavity surface to

clean it of any contaminates that may interfere with the results of the cavity test.

After the cavity has sufficiently air dried, it is taken to the Class 100 area of the

cleanroom, installed on a vertical test insert, pumped down to ultra-high vac-

uum, and checked for vacuum leaks before being removed from the cleanroom.

4.4 Vertical Test Insert

The primary components of the test insert is the forward power coupler (FPC),

transmitted power probe, and the pump line. The forward power coupler con-

sists of a coaxial coupler that is parallel and concentric with the beam axis of

the cavity. It couples the TEM mode of the coaxial cable supplying power to the

cavity to the fundamental TM mode of the cavity. The transmitted power is a

power pick up probe situated on the top plate of the cavity and also sits parallel

and concentric to the beam axis. It provides a sample of the electromagnetic

power stored in the cavity resonant mode. The pump line is present so that

the cavity can be actively pumped on during a test ensuring that it stays under
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Figure 4.3: Test pits in the basement of Newman Laboratory at Cornell Uni-
versity. Each pit houses its own two-stage cryogenic dewar that house the test
inserts during RF testing. A 90-ton concrete block slides on the two rails to cover
the pit during testing. Photo adapted from [Hal17].

vacuum.

4.5 Cavity Testing

The vertical test insert is put into a two stage dewar that sits in an underground

pit (Figure 4.3). The inner stage of the dewar is pumped out and the outer stage

is filled with liquid nitrogen to act as a thermal shield. The inner stage is then

filled with liquid helium, cooling the cavity from 300 K to 4.2 K. The speed of

the cool down can be controlled so that either ’fast’ or ’slow’ cool downs can be

done. A fast cool down typically takes 30 min with temperature gradients mea-

sured from one cavity iris to the other ranging from 10 to 20 K. Slow cool downs

typically take 5 to 6 hr and have a temperature gradient of ∆T . 1 K across the
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Figure 4.4: RF circuit diagram of single-cell test setup.

cavity. For niobium, cavities should be cooled down with the largest tempera-

ture gradient possible so that magnetic flux vortices are pushed out of the bulk

as it transition from the normal to superconducting state [GL14, PCC+16]. For

Nb3Sn cavities, large temperature gradients (fast cool downs) create a strong

thermoelectric effect which produce magnetic fields in the metal. Magnetic vor-

tices can get trapped in the Nb3Sn layer which greatly increases surface resis-

tance [Hal17, Por21]. Therefore, it is ideal to cool down with the smallest tem-

perature gradients possible to reduce the production of trapped flux vortices via

the thermoelectric effect.

In general, the most prevalent measurements taken during an RF test of a

superconducting cavity is the ubiquitous field dependence of the quality factor,

Q0 vs Eacc, the temperature dependence of the quality factor, Q0 vs T , and the

temperature dependence of the resonant frequency, f vs T .

31



4.5.1 Measurement Apparatus

The RF apparatus for testing single-cell cavities has several key features which

will be discussed here. The circuit diagram for the RF test setup is shown in

Figure 4.4. The system begins with a signal generator that outputs a low power

frequency modulated RF signal which is split by a directional coupler. The cou-

pled port connects to a frequency counter that is used to measure that cavity res-

onance frequency during data collection. The output port connects to a power

divider. One side of the divider feeds into the phase-locked loop (PLL) portion

of the circuit which will be discussed below. The other side of the divider goes to

an adjustable attenuator so that the forward power level can be adjusted before

going into the amplifier. The output of the amplifier then goes through a direc-

tional coupler which allows a sample of the forward power, Pf, to the cavity to

be measured using an RF power meter. The output then connects to a circulator

with the forward power flowing from port 1 to 2 and into the forward power

coupler (FPC) in the cavity. The reverse power, Pr, flowing back out through

the FPC enters port 2 and exits port 3 of the circulator where is it split by a di-

rectional coupler. The majority of Pr is dissipated in a load while the coupled

port of the directional coupler connects to a power meter for measurement. The

transmitted power, Pt, is picked up by the Pt probe and is sent through a power

divider where the signal is split between the PLL and a power meter.

The PLL system ensures the forward signal to the cavity remains locked on

resonance. This system consists of a double balanced mixer, phase shifter, and

a low pass filter. The RF input of the mixer comes from a sample of the forward

power from the signal generator that passes through an adjustable phase shifter

that is used to optimize the energy in the cavity. The LO input comes from an
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amplified sampling of the transmitted power. These two inputs to the mixer

generates a DC signal that is then sent from the IF output of the mixer to the

frequency modulation (FM) input on the signal generator. The signal generator

then uses this signal to adjust its output frequency. A More detailed discussion

of the RF measurement system and the cryogenic system for cavity testing can

be found in [PKH08, Hal17, Man20]

4.5.2 Measuring Q0

First, we must consider some preliminary information. The moment the for-

ward power is turned off, the total power of the system can be written in terms

of the power leaking out of the forward power coupler, Pe, the power leaking

out of the transmitted power probe, Pt, and the power dissipated by the cavity

walls, Pc:

Ptot = Pe + Pc + Pt. (4.1)

As with the cavity quality factor Q0, we can also write the total power in terms

of a ’loaded’ quality factor, QL,

Ptot =
ωU
QL

, (4.2)

where U is the total energy stored in the fields and ω = 2π f is the angular reso-

nant frequency. The energy stored in the cavity fields decreases as power leaks

through the couplers or is dissipated by the resistive cavity walls and obeys the

first-order differential equation

dU
dt

= −Ptot = −
ωU
QL

. (4.3)

Defining the loaded time constant τL = QL/ω and solving for U(t) we obtain

U(t) = U0e−t/τL , (4.4)
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where U0 is the stored energy at the instant the RF power is turned off (i.e., t = 0).

Using the definition for quality factor in terms of stored energy, frequency, and

power, we can rewrite Equation 4.1 as

1
QL

=
1

Qe
+

1
Q0

+
1
Qt
, (4.5)

where Qe and Qt are the external quality factors for the forward and transmitted

power ports on the cavity, respectively, and are given by Qe,t = ωU/Pe,t. Defining

the coupling factors βe = Q0/Qe = Pe/Pc and βt = Q0/Qt = Pt/Pc, the above

expression can be written as

Q0 = QL(1 + βe + βt). (4.6)

However, since βe ∼ 1 and βt � 1, we can simplify the above expression further

to

Q0 = ωτL(1 + βe). (4.7)

Thus, Q0 can be calculated from a measurement of τL and βe. The measurement

process for obtaining βe is discussed in the section below.

4.5.3 Measuring β

Two different methods are used to calculate βe and are averaged together

[PKH08]. The ’steady-state’ method uses the off-resonance reverse power, Pi,

which effectively measures the forward or ’incident’ power on the cavity and

the on resonance reverse power, Pr, to obtain

β1 =
1 + a

√
Pr/Pi

1 − a
√

Pr/Pi

(4.8)
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where a = +1 if the cavity is overcoupled (β > 1) or a = −1 if the cavity is under-

coupled (β < 1) .The ’instantaneous’ method uses the emitted power, Pe, mea-

sured at the first point of the decay curve after the RF power has been turned

off and Pi to obtain

β2 =
1

2
√

Pi/Pe − 1
. (4.9)

4.5.4 Measuring Eacc

To calculate the accelerating gradient, Eacc, the power in the cavity must first be

calculated from the coupler factor and the measured forward power. The initial

stored energy, U(t = 0) = U0 is then calculated from this. Finally, the stored

energy is used to determine the accelerating gradient. The power dissipated by

the cavity is calculated from the on resonance forward power, P f , and and the

averaged coupler factor β,

Pc =
4β

(1 + β)2 P f . (4.10)

This initial stored energy is calculated from the relation

U0 =
Q0Pc

ω
. (4.11)

Finally, Eacc is given by the expression

Eacc =

(
κ1

κ2

) √
U0 (4.12)

where κ1 = Epk/
√

U and κ2 = Epk/Eacc are the aforementioned geometry-

dependent cavity parameters determined through finite element simulations.
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CHAPTER 5

LOW TEMPERATURE INFUSION

Reducing the microwave surface resistance of superconducting cavities is

a primary focus of the SRF community. Smaller resistance results in smaller

cryogenic loss at a given accelerating gradient which leads to smaller cryogenic

cooling power costs. In this chapter, the inclusion of interstitial impurities such

as carbon, nitrogen, and oxygen and their role in the reduction of the temper-

ature dependent component, RBCS, of the surface resistance will be discussed.

It will be shown that interstitial impurities near the RF surface (i.e., < 100 nm)

play a significant role in cavity performance. The role of impurity species and

concentration on cavity performance will be examined.

5.1 Historical Background

Nitrogen-doping of niobium cavities was discovered by Grassellino et al.

[GRS+13]. The process involved baking the cavities at high temperatures

(∼800 ◦C) in a light atmosphere of nitrogen gas (∼20-40 mTorr) introducing sig-

nificant amounts of nitrogen interstitials (∼0.09-0.4 at.%) over tens of µm into

the niobium surface [GRS+13, Gon16a]. This resulted in the the so-called ’anti-

Q-slope’, an increase in cavity quality factor Q0 with increasing accelerating field

Eacc. Because lossy, or poorly suerconducting nitride phases grow on the cav-

ity surface in this temperature range, cavities treated with this process need

electropolishing (EP) after the doping to remove the surface nitride layer. Elec-

tropolishing also doubled as a way to control the concentration of interstitial

nitrogen as the concentration slowly decreases over many µm into the surface.

36



A few years later, it was found that cavities could be baked at much lower

temperatures (∼160 ◦C) in the same nitrogen atmosphere to achieve similar re-

sults [Gra17]. This process was called nitrogen infusion and offered a way to

introduce anti-Q-slope without the need for post treatment EP since nitride

phases do not grow in this temperature regime. Around the same time, it was

discovered that cavities could be baked at the same infusion temperature but in-

stead with an argon and carbon dioxide gas mixture and still obtain anti-Q-slope

[Kou17]. This discovery suggested that nitrogen may not be solely responsible

for the observed anti-Q-slope in infusion type preparations. This notion was

later reinforced by Lechner et al. [Lec21] with the discovery that cavities baked

in vacuum between 300 − 400 ◦C also resulted in anti-Q-slope due to the disso-

lution of the native surface oxide layer into the niobium.

5.2 Surface Treatments

All cavities shown in this chapter are of the TESLA elliptical design similar to

[ABB+00] with a resonant frequency of 1.3 GHz operating in the TM010 mode.

Surface preparation begins with an electropolish (EP) of the interior cavity sur-

face to remove impurities from machining or previous treatments. The initial

EP will typically remove anywhere from 100 to 150 µm from the cavity surface.

The infusion process involves several baking steps in an ultra-high vacuum

furnace. The first step is a high temperature anneal in the range of 800 to 900 ◦C

to degas hydrogen introduced during the EP and mostly dissolve the surface

oxide. The next optional anneal at low temperature serves to allow the cavity

to equilibrate with the furnace temperature as it cools down from the first an-
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neal. The following is the most important step of the process: ’infusion’. The

furnace is injected with a light atmosphere (∼40 mTorr) of either ultra-high pu-

rity nitrogen or ultra-high purity argon mixed with 10 ppm CO2 depending on

the recipe. The bake times of the infusion process range from 24 hr to several

days. The long bake times of this step are necessary to allow carbon and nitro-

gen, which diffuse very slowly compared to oxygen, enough time to penetrate

the cavity surface and diffuse into the material. An additional vacuum anneal

after infusion is optional. Finally, cavities are removed from the furnace and

prepared for the initial RF test.

After the initial RF test, the cavity may receive chemical etching to remove

small amounts from the interior cavity surface. Three methods of chemical etch-

ing are used, hydroflouric acid (HF) rinsing [PKH08], oxypolishing (OP), and

electropolishing (EP) [PKH08]. An HF rinse involves filling the interior cavity

volume with 48% HF for 10 min, emptying the acid from the cavity and rinsing

it with de-ionized water for several minutes. This process removes the approxi-

mately 5 nm thick surface oxide layer from the cavity surface and, in the process

of oxide regrowth, converts about 2 nm of niobium into a new oxide layer. Oxy-

polishing is a two part procedure: anodizing the cavity surface to build a thick

oxide layer, followed by HF rinsing to remove the built-up oxide. This process

can be repeated multiple times to achieve the desired amount of material re-

moval and will typically be used to remove tens of nm from the surface. The

electropolishing procedure is explained in Chapter 3 and can be used to remove

as little as 100 nm up to 150 µm from the cavity surface. All individual infusion

preparations discussed in this chapter are summarized in Table 5.1.
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Figure 5.1: (a) BCS resistance and (b) BCS resistance normalized to RBCS(Eacc = 1
MV/m) for all cavity treatments. All curves shown were measured at 2.0 K with
1.3 GHz cavities.

5.3 Cavity Performance

Cavity performance is analyzed by breaking down the measured surface resis-

tance into its temperature dependent RBCS and independent Rres components as

in Equation 3.14 as a function of field. The RBCS curves at 2.0 K for all cavity

preparations are shown in Figure 5.1(a). To more clearly see the effects of a

particular surface treatment, RBCS normalized to a low field value is shown in

Figure 5.1(b). For example, for preparation C1P1, it can be seen that the resis-

tance at high fields (i.e., ∼20 MVm) is roughly 60% of its value at low field (i.e.,

∼1 MV/m). The field dependent Rres is shown in Figure 5.2 for all surface prepa-

rations. An approximately linear field dependence is observed for all curves in

the medium to high field range.

The effect of the amount of post-bake chemical etching of the cavity surface

will be investigated to determine which interstitial impurities introduced dur-

ing baking are responsible for the observed anti-Q-slope effect, if any of the im-

purities are particularly unique in their effect, and if the anti-Q-slope is a near
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Figure 5.2: Residual resistance as a function of accelerating gradient for all cav-
ity preparations.

surface phenomenon (e.g., caused by impurities in the first few nm of the RF

surface).

5.3.1 Nitrogen Infusion

The cavities treated in a nitrogen atmosphere are shown in Figure 5.4(a)-(d).

Each subplot shows a sequence of treatments on a single cavity beginning with

the data acquired from an RF test immediately after the initial bake followed by

data acquired after one or more chemical etches.

Treatment C1P3 (see Figure 5.4(a)) shows a strong reduction in RBCS follow-

ing its 24 hr nitrogen infusion. However, after approximately 54 nm of etch-
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Figure 5.3: Concentration profile of Ti from the witness sample to C2P1.

ing via OP, the reduction disappears completely leading to the conclusions that

whatever is responsible for the reduction of the resistance occurs in a depth less

than ∼50 nm.

Treatment C2P1 displays a weak dependence on field, RBCS > 20 nΩ for all

field strengths, and a higher Rres than its subsequent treatments. It was discov-

ered that the NbTi flanges on the cavity contaminated the cavity surface with Ti.

Secondary ion mass spectroscopy (SIMS) measurements were taken to obtain

the concentration of the Ti contamination as a function of depth into a witness

sample baked alongside the C2P1 cavity treatment. The SIMS measurement of

the Ti profile is shown in Figure 5.3. A single HF rinse remedied the situation

(see C2P2), reducing RBCS by up to ∼10 nΩ in the medium and high field range,

reducing Rres by an average of 4.8 nΩ, and restoring the strong reduction of RBCS
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Figure 5.4: Normalized RBCS resistance at 2.0 K for all nitrogen treatments.

with field. An additional HF rinse (C2P3) had little to no effect compared to the

previous treatment (C2P2); the only noticeable change was a slight drop in the

magnitude of RBCS across the entire field range. An important conclusions can

be drawn from these observations. Titanium contamination in the first few nm

can destroy the anti-Q-slope leading to the conclusion that surface chemistry

can turn the anti-Q-slope on or off.

The C3Px sequence shows similar behavior to the C2Px sequence as it also

had NbTi flanges and Ti contamination on the RF surface. Two HF rinses (C3P2)

restored the reduction of RBCS with field and greatly reduced its magnitude over

the entire field range. An additional 100 nm EP, however, completely reversed

the field dependence of RBCS displaying a field dependence similar to a standard
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cavity (i.e., a cavity that receives only a high temperature anneal). This further

reinforces that etching more than ∼50 nm completely removes the suppression

of RBCS with field for this specific treatment. This also leads to the conclusion

that the beneficial effects of infusion can be the result of the impurities at depths

of at least ∼5 nm. This demonstrates that the chemistry of the first few nm plays

an important role in the behavior of RBCS.

Treatments C5P1 and C5P2 show a slightly stronger drop in RBCS compared

to the other treatments discussed in this chapter. This may be due to the ad-

ditional post-infusion vacuum anneal which would allow the impurities extra

time to diffuse further into the surface. See, for example, the difference relative

drop of RBCS between the C5P1/C5P2 treatments and the other nitrogen infu-

sion treatments in Figure 5.6. However, additional testing would be needed to

investigate this hypothesis further.

5.3.2 Carbon-Oxygen Infusion

Treatments C1P1 and C1P2 (see Figure 5.5) are significant in that they show that

it is not necessary to use nitrogen gas during the infusion step. In these, as well

as the C4P1 treatment, a mixture of research plus grade Ar (99.9999% purity)

from Airgas, Inc. mixed with 10 ppm CO2 was used during the infusion step.

The initial treatment, which included an HF rinse, showed a strong reduction

in RBCS. More interestingly, after also receiving a 27 nm OP (i.e., 32 nm of total

etching after the bake) reveals that the field dependence of RBCS changed only

slightly. Therefore, the positive effect of infusion lies at least 30 nm into the

surface and turns ’off’ somewhere between 30−50 nm of etching. Treatment
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Figure 5.5: Normalized RBCS resistance at 2.0 K for carbon-oxygen treatments.

C4P1 only having received a single 54 nm OP after the bake causes the reduction

to disappear completely further reinforcing that the region of interest lies no

further into the RF surface than ∼50 nm for these treatments.

It is also curious to note the strongly linear dependence of Rres with field after

the two OP treatments but not in the case of C1P4 which was nitrogen treated.

This finding may warrant further investigation. The abnormally high residual

of C1P2 may be due to many factors such as contamination of the RF surface

during cavity assembly onto the test equipment or large amounts of trapped

flux due to high residual magnetic fields during cool down.
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Figure 5.6: Normalized RBCS resistance at 2.0 K for all treatments that produce a
field suppressed BCS resistance.

5.3.3 Performance Reproducibility

On a final note, it is important to mention the reproducibility of the field sup-

pression of RBCS. It has been shown that infusion time can vary from one to

several days and the impurity gas used during the infusion (N2 vs. CO2) can

be changed while still producing very similar results. The treatments that pro-

duced such results are shown and summarized in Figure 5.6. The variance of

the infusion times may be an indication that the required diffusion into the RF

layer happens on time scales less than 24 hr. The use of different infusion gases

implies that the behavior of RBCS is rather insensitive to the species of the inter-

stitial.
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5.4 Secondary Ion Mass Spectroscopy Measurements

Large grain or single crystal niobium witness samples received a 50−100 µm EP

and were baked along side treatments C1P1, C1P3, C2P1, and C3P1. The sam-

ples did not receive any chemistry after the bake. They were then sent to EAG

Laboratories for secondary ion mass spectroscopy measurements to acquire the

concentration profiles of C, N, and O as a function of depth into the material.

The concentration profiles shown throughout this section for the cavity treat-

ments with chemical etching were obtained by shifting the concentration pro-

files from the witness sample measurements by the amount of chemical etching

the treatments received. Therefore, the concentration profiles for treatments that

included chemistry do not show the effects of the regrowth of the surface oxide

layer after the chemical treatment is completed. These profiles and their impor-

tance in explaining the observations of the previous section will be discussed

here.

Figure 5.7(a) shows the impurity concentrations of C (red), N (green), and

O (blue) as a function of depth for the CO-infusion treatments of C1P1, C1P2,

and C4P1. The light gray region spanning from 0 to 100 nm represents the RF

penetration layer. The light purple region represents the typical nitrogen con-

centrations of high temperature nitrogen doped cavities which are relatively

constant over several microns [Gon16a].

Figure 5.7(b)-(d) show the C, O, and N concentration profiles along with

post-treatment etching included. Treatment C1P1 has concentrations of C and

O well above the typical range of values for a nitrogen doped cavity and are

the primary contributors to reducing the electron mean free path near the sur-
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Figure 5.7: (a) Concentration profiles for C, N, and O for a single-crystal witness
sample baked alongside the C1P1, C1P2, and C4P1 CO-infusion cavity treat-
ment. The concentration profile for C (b), O (c), and N (d) for all three cavity
treatments are shifted to the left by the estimated amount of material removed
from their respective post-bake chemical treatments.

face [Man20]. The nitrogen concentration is ∼0.09 at. % at the surface sitting

just on the lower limit of typical values for nitrogen doped cavities. One may

be tempted to assume that the nitrogen is still the responsible factor for the per-

formance change of the surface resistance. However, it should be noted that in

the next treatment C1P2, the C and O concentrations still sit above the upper

limit of the nitrogen-dope band while the N concentration is situated firmly at

background levels. This clearly demonstrates that nitrogen plays no role in the

appearance of the anti-Q-slope in this cavity treatment and that C and O are

responsible. This goes against the long held belief that nitrogen was the sole
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Figure 5.8: (a) Concentration profiles for C, N, and O for a large grain witness
sample baked alongside the C1P3 and C1P4 N-infusion cavity treatment. The
concentration profile for C (b), O (c), and N (d) for both cavity treatments are
shifted to the left by the estimated amount of material removed from their re-
spective post-bake chemical treatments.

culprit in producing anti-Q-slope in infused cavities and was somehow special.

In the last treatment, C4P1, the C signal remains relatively stable while the O

signal is approximately reduced by half from 1 to 0.5 at. % and the N signal is

at background levels. The reduction of O and the relatively similar levels of C

and N from C1P2 to C4P1 indicates that O plays a large role in the appearance

of the anti-Q-slope.

Figure 5.8 shows the concentration profiles for treatments C1P3, which had

an anti-Q-slope, and C1P4, which did not. For treatment C1P3, O sits well
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Figure 5.9: (a) Concentration profiles for C, N, and O for a large grain witness
sample baked alongside the C2P1, C2P2, and C2P3 N-infusion cavity treatment.
The concentration profile for C (b), O (c), and N (d) for the three cavity treat-
ments are shifted to the left by the estimated amount of material removed from
their respective post-bake chemical treatments.

above, C inside, and N below the nitrogen dope range near the surface again

suggesting that O and potentially C play the primary role in the drop in RBCS.

After etching both C and N concentrations drop to background levels while O

is reduced significantly near the surface and through the entire region of inter-

est. In this case, the field suppression of RBCS disappears completely indicating

that if the concentrations of the impurities drop too low the anti-Q-slope will be

turned ’off’.

Figure 5.9 shows the concentration profiles for the N-infusion treatments
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Figure 5.10: (a) Concentration profiles for C, N, and O for a large grain witness
sample baked alongside the C3P1, C3P2, and C3P3 N-infusion cavity treatment.
The concentration profile for C (b), O (c), and N (d) for the three cavity treat-
ments are shifted to the left by the estimated amount of material removed from
their respective post-bake chemical treatments.

C2P1, C2P2, and C2P3. Both C2P2 and C2P3 have a very similar RBCS curves

while although much weaker C2P1 still displays a field suppression for fields

<10 MV/m. The lack of suppression of the resistance in the C2P1 treatment

is primarily due to Ti contamination, as discussed previously, which appears

to offset the benefits from the other impurties. However, a single HF rinse re-

moved sufficient material to reduce the Ti contamination to levels where the

anti-Q-slope re-appeared. The concentration profile of Ti for this treatment is

shown in Figure 5.3. The C profile remains mostly unchanged from one treat-

ment to the next whereas both N and O are significantly reduced after etching.
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However, the O concentration remains quite high sitting well above 1 at. % for

all three treatments. On the other hand, N is reduced to background levels. It

appears cavity performance is not sensitive to change in the O concentration

near the surface for concentrations above 1 at. % as can be seen in Figure 5.4(b).

Concentration profiles for N-infusion treatment sequence C3P1, C3P2 and

C3P3 are shown in Figure 5.10. The cavity in used in the C3Px sequence of treat-

ments also had NbTi flanges and suffered from Ti contamination that required

required chemical etching to remove. Treatment C3P1 did not have an anti-Q-

slope as a consequence of this contamination. After two HF rinses (C3P2), the

field suppression of RBCS was restored, again reaffirming the previous observa-

tion that an HF rinse is sufficient to remove the negative effects of Ti contam-

ination in these infusion treatments and that HF rinsing does not destroy the

observed field suppression of RBCS.

The O concentration is low enough that, when compared to other treatments,

no field suppression should be observed. However, the C concentration is much

higher in comparison to the other treatments previously discussed and may

help to offset the lack of oxygen. Again, the N concentration is low enough to

assume that it plays little to no role in cavity performance. In C3P3, it is no

surprise that cavity performance returns to normal as the concentrations of all

three impurities drop to insignificant levels.

5.5 Discussion

Important conclusions regarding the role of the interstitial impurities C, N, and

O in the appearance of the anti-Q-slope can be drawn from the observations
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made in this chapter. These conclusions, as well, as other topics related to the

role these impurities play, will be discussed here.

The fact that the CO-infusion treatment C1P2 displayed anti-Q-slope after

approximately 32 nm of etching indicates that N is not necessarily needed to

produce this effect. For quite some time it was assumed that N was primarily, if

not solely, responsible for the observed field suppression of RBCS. However, the

SIMS measurements performed on the witness sample for the C1P2 treatment

indicate that the N concentration was at background levels (∼0.01−0.02 at. %)

throughout the penetration layer (∼100 nm) and, therefore, played little to no

role in the observed anti-Q-slope for this recipe.

Figure 5.11 shows the concentration profiles for C, N, and O from all cavity

treatments that had SIMS measurements taken. The profiles are grouped by im-

purity species and by those that had anti-Q-slope versus those that did not. All

treatments that resulted in anti-Q-slope have several key features in common.

For these treatments, the O concentration at the surface was consistently above

∼1 at.%, the C concentration varied significantly (∼0.2−9 at.%) at the surface

from treatment to treatment, and the N concentration were consistently below

the typical values (∼0.09−0.4 at.%) seen in N-doped cavities. These trends indi-

cate that O plays the primary role in the appearance of anti-Q-slope, which is

reinforced by findings made by Lechner [Lec21], the strength of the drop in RBCS

is insensitive to the variation of the concentration of C at the surface but may

still depend on the concentration of C to an extent, and that N does not seem

to have a significant role in the field dependence of RBCS for infusion treated

cavities.

The chemical etching performed after these infusion treatments showed that
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Figure 5.11: C (top), O (middle), and N (bottom) concentration profiles for
the cavity treatments that resulted in anti-Q-slope (left) and those that did not
(right).
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Figure 5.12: Comparison of SIMS measurements done on two different spots on
an N-infused fine-grain niobium sample.

the area of interest lies between 5−50 nm into the surface. In other words, the

content of the near surface chemistry (. 50 nm) is incredibly important for pro-

ducing cavities with anti-Q-slope. It is important to note, however, that the

amount of etching required to completely destroy the anti-Q-slope depends

on the exact recipe used. For example, cavities with longer infusion or post-

infusion anneal times would require more etching to get rid of the anti-Q-slope.

Finally, it is worth discussing the limits of the SIMS data presented in this

chapter. For example, SIMS data taken at two different spots on a fine-grain

sample that received a nitrogen infusion treatment are shown in Figure 5.12.

There is significant variation in the N concentration at the surface, and to a lesser

extent the C concentration, for the two sets of measurements. This variation may

be less significant for large-grain or single crystal samples, where effects due to

grain boundaries do not come into play. It is also unknown to what degree

crystal orientation may effect the results. Therefore, when drawing conclusions

from SIMS measurements such as those shown here it is important to take into

account the possible variation of concentration profiles from spot to spot on a

single sample or from sample to sample treated under the same conditions and
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to be careful when quoting exact concentration values.
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CHAPTER 6

HIGH FREQUENCY EXPERIMENTAL APPARATUS

This chapter will cover the design and commissioning of experimental appara-

tus to perform electropolishing (EP), high pressure rinsing (HPR), and RF test-

ing of high frequency (3.9 and 5.2 GHz) cavities. Since the linear dimensions of

a cavity scale inversely with cavity frequency [PKH08], these higher frequency

cavities are much smaller than the standard 1.3 GHz cavities that are more com-

monly used. The established EP, HPR, and test insert systems are optimized for

1.3 GHz cavities so new systems needed to be designed that are instead opti-

mized for the smaller, higher frequency cavities. For example, the diameter of

the beam tubes on these cavities are too small to fit on the current HPR system so

the new system had to have a much smaller nozzle that can fit inside the cavity.

The older test inserts have forward power coupler designs that were incompat-

ible with the new cavities and, therefore, an entirely new system was needed.

This chapter will first discuss the EP system, followed by the HPR system and

the RF test insert. Next, the design and electromagnetic simulation results of a

new coupler system for the 3.9 and 5.2 GHz cavities will be discussed. To con-

clude the chapter, the construction and commissioning of the high frequency

test insert will be reviewed.

6.1 Electropolishing System

Cavity surface treatments begin with an electropolish (EP) of the interior sur-

face followed by vacuum baking. The EP process will typically be used to re-

move 1 − 150 µm of material from the surface. This is done for several reasons.
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Figure 6.1: Electopolishing setup for the 3.9 and 5.2 GHz cavities with a 5.2 GHz
cavity installed (left) and diagram of the cavity filled with electrolytic solution
with aluminum anode and PTFE sleeve installed (right).

Namely, to smooth the surface which reduces field enhancement at sharp edges

or protrusions [PKH08], to remove previously treated surfaces, or to remove the

damaged layer from cavity fabrication. This essentially resets the cavity surface

allowing a single cavity to undergo many treatments and tests over its lifetime.

An EP system was developed for the smaller 3.9 GHz (CTE) and 5.2 GHz (QTE)

cavities. The new EP setup with a 5.2 GHz cavity installed is shown in Fig-

ure 6.1.

The cavity sits vertically on a cylindrical PTFE base that is used to drain

the EP solution after a run is finished. A PTFE cup sits on top of the cavity to

hold excess solution to ensure the entire interior surface is submerged. A pure

aluminum rod (cathode) is inserted into the length of the cavity (anode) cen-

tered parallel to its beam axis. A slotted PTFE sleeve surrounds the cathode to
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Table 6.1: Typical Electropolish Parameters for 3.9 and 5.2 GHz Cavities

Parameter Typical Value (CTE) Typical Value (QTE)

Anode Voltage 11−13 V 11-13 V
Electrolyte Temperature 12−19 ◦C 12−19 ◦C
Current 1−2 A 0.6−1.6 A
Cavity Surface Area 20 cm2 13.2 cm2

Material Removal 2−100 µm 2−100 µm

prevent hydrogen bubbles formed on the cathode during the EP process from

diffusing towards the cavity as they rise to the electrolyte’s surface. Cooling

lines spray chilled water onto the exterior cavity surface to keep the acid tem-

peratures below 19 ◦C. A diagram showing a cross section of teh cavity filled

with the electrolytic acid solution and aluminum cathode and PTFE sleeve is

shown in Figure 6.1.

The electrolytic acid solution consists of a 10:1 volume ratio of 98% H2SO4

and 48% HF acid. The applied negative voltage on the cathode produces a cur-

rent of negatively charged electrons and oxygen flowing towards the niobium

anode and positively charged hydrogen towards the aluminum cathode. Reac-

tions on the anodic surface result in the growth of the niobium pentoxide layer,

Nb2O5, whereas the reactions on the cathodic surface produce hydrogen gas,

H2 [Pad09]. The HF then dissolves the pentoxide into soluble NbOF5 or NbF5.

The oxide is then regrown on the exposed Nb surface by the H2SO4 resulting in

a cyclic process of oxide growth and dissolution [Pad09]. This cyclic process is

repeated until the desired amount of material removal is achieved. The typical

values of the parameters used during an EP are shown in Table 6.1.

To calculate the thickness of the material removed from the cavity surface,

the total charge accumulated during the polish must first be obtained by inte-
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grating the current over the duration of the polish:

Q =

∫
I(t) dt. (6.1)

Once the total charge accumulated is acquired, the following formula is used to

calculated the thickness, d, of niobium removed

d =
mNbQ
ρNbAeNe

(6.2)

where mNb is the atomic mass of niobium, ρNb is the density of niobium, A is the

surface area of the cavity surface, Ne = 5 is the number of valence electrons per

niobium atom, and e is the fundamental charge.

After an EP is complete, the acid solution is drained and the cavity is rinsed

four times with ultra-clean deionized (DI) water and once with methanol. The

cavity is then rinsed in an ultrasonic with DI and detergent (Liquinox) at 65 ◦C

for 30 min followed by a DI rinse and an additional ultrasonic in DI water at

room temperature for 30 min. At this point the cavity is ready to be transported

to the clean room for a high pressure rinse with DI water and assembly onto an

RF test insert.

6.2 High Pressure Rinsing System

Before cavities can be assembled onto the test insert, they must undergo one or

more high pressure rinses with filtered de-ionzed water to remove any surface

contamination such as dust or debris. This is done because even the small-

est particulate contamination on the surface can lead to field emission, multi-

pacting, quenches at low fields, and general cavity performance degradation

[PKH08].
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Figure 6.2: Model of the high pressure rinsing system for the high-frequency 3.9
and 5.2 GHz single-cell cavities.

The entire high pressure rinsing (HPR) system model is shown in Figure 6.2.

The HPR sits in a Class 10 (ISO 4) cleanroom to prevent airborne particulates

from contaminating the cavity surface before, during, and especially after the

rinse. The cavity is mounted vertically, typically with the cavity top plate in-

stalled, on an electronically controlled elevator system which allows the cavity

to be slowly raised and lowered during a rinse. The nozzle and stem is situated

on a platform that collects and drains excess water. The nozzle is connected
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Figure 6.3: Cavity mount of the 5.2 GHz single-cell cavity high pressure rinsing
system.

to an electric motor underneath the platform that allows the user to control its

rotation speed. The rotation of the nozzle and the vertical motion of the cavity

prevent the high pressure (750 psi) jet streams from sitting at a particular spot

on the cavity surface for too long. This ensures that the high pressure stream

will not erode the niobium or contribute to oxide growth.

The cavity mounting system consists of two polytetrafluoroethylene (PTFE)

plates and tee inserts to both mount and center the cavity beam axis with the

nozzle, as shown in Figure 6.3. The plates are attached to the back mount by

threaded rods and polyoxymethylene (POM) nuts. Likewise, the tee inserts

mount to the plates with a set POM bolts. The mounting system was made from

PTFE and POM because these materials typically produce less particulates dur-

ing cavity removal than the more commonly used steel or aluminum mounts.
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Figure 6.4: Cross-section of the 5.2 GHz single-cell cavity high pressure rinsing
system.

Also, particulates from this mounting system are far less likely to become field

emitters during cavity testing than metallic particulates if they make their way

onto the cavity surface. For reference and clarity, a cross sectional view of the

HPR system is shown in Figure 6.4.

A typical HPR run consists of 2.5 passes where one pass is defined as the

transversal of the nozzle from one cavity flange to the other and lasts approxi-

mately 15 to 20 min. After the rinse is complete, the HPR system is turned off

and the cavity is lifted far enough away from the nozzle to make removal effi-

cient and convenient. The cavity will then sit undisturbed for approximately 24

hr to dry. Once dry, the bottom flange of the cavity is covered with cleanroom-
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Figure 6.5: Full design of the HF insert.

grade plastic that is wiped down with methanol and secured with ultra-high

vacuum aluminum foil to prevent and reduce particulates from entering the

interior cavity volume. The cavity is them dismounted from the system and

taken to an adjacent room in the cleanroom (Class 100) to be mounted on the

test insert. The mounting of the cavity on the insert and the insert design will

be discussed in the following section.

On a final note, it is important to mention that only the 5.2 GHz cavity and

mount system was shown here for the sake of brevity. The 3.9 GHz setup is

nearly identical with the only difference being the modified geometry of the

of the PTFE mounting plates to account for the larger beam tube diameter and

longer cell length.
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Figure 6.6: Design of the top plate assembly of the HF insert.

6.3 Test Insert Design

After receiving a final HPR, the cavity is installed on the high frequency (HF)

test insert. The insert is the apparatus that is placed into the cryogenic dewar

for RF testing. As discussed in the introduction, the HF insert was designed

and optimized for use with the 3.9 and 5.2 GHz cavities. The full insert design

is shown in Figure 6.5.

The insert top plate separates the air side from the cryogenic side of the test

dewar and is shown in Figure 6.6. The vacuum piping on the top plate allows

the cavity to be actively pumped on after initial installation and during testing.

A filtered needle valve is included to allow the cavity to be let-up in the clean

room after testing is complete. After initial installation in the clean room, the

right-angle valve port connected to the needle valve is used to do a slow pump
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(a) (b)

Figure 6.7: Close-up of the pump line, cavity, and coupler section of the HF
insert for the 3.9 and 5.2 GHz cavities.

down with a roughing and turbo-pump stand. During testing, the ion pump

(large green rectangular box on the top plate) is used to maintain vacuum and

to identify small cryogenic leaks. A minimum of four right-angle valves are

assembled in the vacuum system in such a way that either the cavity or the

ion pump can be pumped on with an external turbo-pump should the need

arise. Two shackles are welded to the top plate and are used to connect a 10-

ton overhead crane to the insert so that it can be lifted in and out of the test

dewar. Six K-flange feedthroughs are welded to the top plate to pass through

instrumentation, a helium transfer line, and a helium pumping line.

The vacuum line runs all the way down to the cavity where it undergoes a

diameter reducing-transition connected in series to a bellow, right angle valve,

and another smaller bellow. The final bellow then connects to the coupler tee of

the cavity-coupler system. The cavity sits vertically atop the coupler tee. The

coupler tee and feedthrough connect to the coaxial forward power transition

line via an N-type connecter. The cavity top plate has a small pick-up probe

that connects to the transmitted power line. A close-up of the both 3.9 and 5.2
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(a) (b)

Figure 6.8: Cross-section of the 3.9 and 5.2 GHz single-cell cavity insert coupler
section.

GHz cavities installed on the cavity-coupler-pumping line section of the insert

is shown in Figure 6.7. Additionally, a cross sectional view is provided in Fig-

ure 6.8. This view shows the interior cavity volume and the arrangement of the

coaxial coupler system in relation to the cavity.

The coupler tee and feedthrough is secured to a base plate which, in turn are

connected to silicon-bronze load-bearing support rods that connect to the un-

derside of the insert top plate. Due to stability issues, several aluminum cross-

bar supports are used to connect the four support rods to provide additional

rigidity and reduce vibrational motion of the cavity during transport from the

clean room to the cavity testing area.

67



Vacuum Volume

Pump Line

Inner Conductor

Outer Conductor

PTFE Cap

PTFE

Forward
Power Port

N-type 
Connector 

Barrel

Figure 6.9: Cavity and coupler 3D model geometry for the 5.2 GHz QTE series
cavity.

6.4 Coupler Design and Simulations

Electromagnetic modeling via finite element analysis is an extremely important

step in the process of cavity-coupler design. Simulations allow the designer

to find the optimal coupler geometry for the desired external quality factor,

Qext, for the cavity resonant mode, the resonant frequencies and Qext of coupler

modes, and S -parameters of the input coupler.

The Eigenmode Solver of CST Studio Suite® 2019 [CST] was used to calcu-

late the resonant frequencies and Qext of the cavity and coupler modes whereas

the Frequency Domain Solver was used for coupler S -parameter calculations.

Two cavity-coupler models were created and simulated in this fashion. Both

cavity models are of the same geometry but one is a scaled down version of the

other. The CTE model is a single-cell elliptical cavity with a nominal frequency
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Figure 6.10: Left: Cavity electric field projected on the x = 0 symmetry plane for
the TM010 mode. Right: Close up of the field in area between the coupler and
cavity.

of 3.9 GHz whereas the QTE model is the scaled-down version with a nominal

frequency of 5.2 GHz. The primary differences between the two models are the

cavity size, coupler length, and inner diameter of the coupler tee (i.e., bore of

the housing for the coupler). These differences are minute, however, and do not

significantly alter the qualitative features of the discussion below. Hence, the

main focus will be on the QTE model which is shown in Figure 6.9.

The coupler designed for these experiments are of the coaxial variety with a

solid inner conductor made of high purity copper centered on and parallel to the

cavity beam axis and a shorter concentric copper outer conductor. The coupler

dimensions were chosen to get as close to an impedance of 50 Ω while also

facilitating ease of fabrication. A PTFE cap is used to center the two conductors.

The coupler is connected to the coupler feedthrough plate via a N-type coaxial

barrel. A single side-port provides a vacuum line for active pumping on the

cavity-coupler volume during preparation and testing.

In Figure 6.9, the coupler is colored orange, the cavity light gray, the coupler

feedthrough assembly dark gray, PTFE components white and light green, and

vacuum volume light blue. The highlighted red surface is the input port for the

69



Figure 6.11: Left: Cavity magnetic field projected on the x = 0 symmetry plane
for the TM010 mode. Right: Close up of the field in area between the coupler
and cavity.

excitation signal in the simulations. From this point onward, only field distri-

butions of the QTE model will be shown as the distributions for the CTE model

are qualitatively very similar.

6.4.1 Eigenmode Simulations

The Qext for both designs was chosen to have a value between 1 × 1010 and

1.5 × 1010 so that for the estimated cavity quality factor Q0 ranging from 1× 108

(4.2 K) to 1×1010 (1.6 K) the coupling factor β = Q0/Qext would approximately lie

in the range from 0.01 to 1 so that the cavity would remain on the under coupled

side to prevent coupler losses stemming from over coupling.

The electric and magnetic fields for the QTE cavity fundamental transverse

magnetic mode (TM010) are shown in Figure 6.10 and Figure 6.11, respectively.

Boundary conditions require that the electric field is perpendicular to the con-

ducting walls of the cavity. Along the beam axis, the field is parallel (i.e. only

in the z-direction) and is at a maximum at the center of the cavity. The mag-

netic field, on the other hand, vanishes along the beam axis and curls around
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Figure 6.12: Surface electric field (left) and magnetic field (right) for a standing
wave ’inner’ coupler mode for the QTE cavity-coupler design with resonance
frequency f = 5.393 GHz and Qext ≈ 20.

in the azimuthal direction as seen in Figure 6.11. Boundary conditions for the

magnetic fields demand that it is strictly parallel to the conducting walls. The

simulated resonance frequency of this mode is 5.194 GHz. As a note, the actual

resonance frequency of a cavity can somewhat deviate from its design value

due to tolerances in the fabrication process and also by the amount of chemical

etching the interior surface receives.

The eigenmode analysis surveys the coupler modes above and below cavity

resonance. This is a precautionary measure to ensure none of the coupler modes

overlap with or are too close to the cavity mode. If a coupler mode is too close to

cavity resonance, a non-negligible amount of incoming power that would go to

supplying the cavity would instead by diverted to the coupler resonance. Over-

lap of modes is highly undesirable and is avoided as much as possible. If the

designer is unfortunate enough to find a coupler geometry with the desired Qext,

but with significant mode overlap, the coupler design would need to be reeval-

uated. In actual practice, sending power into an overlapping coupler mode can

create a myriad of issues such as significant coupler losses through resistive dis-

sipation, heating, outgassing, arcing, and cavity vacuum degradation [PKH08].

This is why a good coupler design is of particular importance.
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Figure 6.13: Surface electric field (left) and magnetic field (right) for a standing
wave ’inner’ coupler mode for the QTE cavity-coupler design with resonance
frequency f = 5.865 GHz and Qext ≈ 1.7 × 107.

An example of the surface electric and magnetic fields of a coupler mode for

the QTE model is shown in Figure 6.12. Here, the electric field is directed radi-

ally from the inner conductor and the magnetic field curls azimuthally around

it. This particular mode has a resonance frequency of 5.393 GHz with Qext ≈ 20.

Because the fields are concentrated primarily in the region between the inner

and outer conductor of the coupler, this mode is referred to as an inner coupler

mode. Figure 6.13 shows the surface electric and magnetic fields for an outer

mode, where as one would correctly guess, the fields are concentrated between

the outer conductor of the coupler and the inner wall of the feedthrough hous-

ing. In this case, the mode frequency sits at 5.865 GHz with Qext ≈ 1.7 × 107.

Both of these modes, although undesirable, occur far enough away from cavity

resonance as to not pose a significant problem for cavity testing. The results of

the eigenmode analysis for both models are summarized in Table 6.2.

6.4.2 S-Parameter Simulations

The cavity-coupler system can be considered a generalized two-port network

where port 1 (i.e. red square in Figure 6.9) is the coupler feedthrough that con-
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Table 6.2: CST Studio Suite Eigenmode and S-Parameter Simulation Results

Model Frequency [GHz]1 Est. Frequency [GHz]2 % Diff3 External Q

CTE 2.912 — — 8.59
CTE 3.8984 — — 1.96 × 1010

CTE 4.149 4.145 0.10 1.03 × 103

CTE 4.449 4.445 0.09 2.86 × 105

CTE 4.517 4.513 0.09 1.48 × 104

CTE 4.658 4.636 0.47 16.80

QTE 4.614 4.598 0.35 2.23 × 104

QTE 4.709 4.692 0.36 8.20 × 103

QTE 5.1944 — — 1.36 × 1010

QTE 5.393 5.384 0.17 19.58
QTE 5.865 — — 1.68 × 107

QTE 5.949 — — 5.39 × 107

1 Obtained from eigenmode simulations
2 Estimated from peaks in S-parameter simulations
3 Percent deviation between eigenmode frequency and estimated fre-

quency
4 Cavity fundamental TM010 mode.

nects the cavity-coupler system to a forward power cable. The end of the cou-

pler can be taken to be port 2 of the network, but this fact will be largely irrele-

vant for the following discussion. With the system defined this way, the power

flowing into the system would be the forward power P f and the power flowing

out of the system would be the reverse power Pr. Then the quantity of interest

is the scattering parameter S 11 which is a measure of the ratio of the reverse to

forward power and is given by [Poz12]

S 11 = 10 dB log10(Pr/P f ) (6.3)

in units of decibels. Qualitatively, if the same amount of power is flowing into

and out of the system, S 11 = 0 dB. The same is true if all of the forward power

is simply reflected. However, when the reverse power is less than the forward
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power, S 11 < 0 dB. This occurs primarily when forward power is fed into a

resonant mode thus reducing the reverse power.

The purpose of the simulations is to obtain the S -parameter as a function

of input signal frequency, f . This offers a second, independent method of pre-

dicting at what frequencies resonant modes will occur. It is more insightful to

reframe S 11 in terms of the coupling factor β or in terms of Q0 and Qext, the intrin-

sic and external quality factors, respectively. Considering the relation between

forward and reverse power and the coupling factor [PKH08],

Pr

P f
=

(
β − 1
β + 1

)2

, (6.4)

and coupling and quality factor, β = Q0/Qext, the expression in Equation 6.3

becomes

S 11 = 20 log10

(
β − 1
β + 1

)
= 20 log10

(
Q0 − Qext

Q0 + Qext

)
. (6.5)

Now it is more clearly seen that the depth of a resonance depends on β. The

closer to unity β is, the deeper the resonance. This means Q0 ≈ Qext for deep

resonances. For weak resonances, β � 1 (Q0 � Qext) or β � 1 (Q0 � Qext) and

S 11 ≈ 0 dB. The width of a resonance depends on the loaded quality factor QL

which is related to Q0 and Qext by [PKH08]

1
QL

=
1

Q0
+

1
Qext

, (6.6)

where the smaller of Q0 and Qext dominates due to the reciprocal dependence.

The full-width half-maximum, ∆ f , then is given by [PKH08]

∆ f =
f0

QL
, (6.7)

where f0 is the resonant frequency of the mode. The reason that cavity reso-

nance is essentially invisible over large frequency ranges is because both Qext
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Figure 6.14: CST Studio Frequency Domain Solver simulation of S 11 as a func-
tion of f for the CTE (3.9 GHz) and QTE (5.2 GHz) cavity-coupler models. The
dashed vertical lines correspond to the cavity resonant frequencies for the TM010

mode.

and Q0 are very large resulting in a very large QL and, in turn, a very narrow

∆ f . Conversely, for coupler resonances with very low Qext, QL ≈ Qext and ∆ f is

broad and visible.

The simulations were done for both the CTE and QTE models using the Fre-

quency Domain Solver in CST Studio using over 1000 independently simulated

points. As mentioned previously, the resonance peaks in the simulated curves

should match the resonant frequencies of the coupler modes, providing a con-

sistency check. In addition, it provides a rough quantitative estimate for the

attenuation of the forward power in the vicinity of cavity resonance. If a cou-
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pler mode is too close to cavity resonance, an appreciable fraction of the forward

power will go to the coupler resonance rather than the cavity mode. The sim-

ulated curves are shown in Figure 6.14 and the resonant frequencies estimated

from these curves for several coupler modes in Table 6.2. Due to resolution

limits, the depth of the peaks in the S 11 curve are more qualitative than quanti-

tative. Likewise, for peaks corresponding to modes with high Qext and Q0, the

peaks may be too narrow to see in Figure 6.14. Of those peaks that could be de-

termined, the resonant frequency was estimated by finding the lowest point in

the peak. These estimated values are shown next to the frequencies calculated

from the eigenmode simulations in Table 6.2. The percent difference for these

estimated frequencies were all below 0.5 % resulting in excellent agreement be-

tween the two simulation methods.

6.5 Commissioning

This section will discuss the commissioning of the high frequency (HF) insert

system and show results from a preliminary RF test of a 5.2 GHz cavity. The

fully commissioned insert is shown in Figure 6.15 with a 5.2 GHz cavity in-

stalled in the process of being dressed with the necessary instrumentation re-

quired for an RF test.

The pit pump line is used to pump on the helium in the dewar to cool down

from 300 K to the testing range of 4.2 to 1.6 K. Three layers of aluminum sheets

and two layers of styrofoam hang from the bottom of the top plate and act as

thermal shields to prevent heat leak from the air side of the top plate into the

dewar. This significantly slows down the rate of helium boil-off due to heat
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Figure 6.15: HF insert

leak. A single layer of magnetic shielding metal sits on top of the lowest alu-

minum heat shield to prevent external magnetic fields from making their way

into the dewar volume and reaching the cavity. Power is supplied to the cav-

ity by the forward power cable while the transmitted power cable samples the

power in the cavity. The instrumentation not shown in Figure 6.15 include the

helium level stick, temperature sensors, and magnetic field sensor (fluxagte).

Three temperature sensors are used with one on the top iris of the cavity, one

on the cavity equator, and one on the bottom iris. This configuration allows for

the measurement of the temperature of the helium bath and the temperature
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Figure 6.16: Left: BCS resistance as a function of accelerating field at 2.0 K.
Right: Residual resistance as a function of accelerating field. The standard bake
preparation was used for all cavities shown.

gradient across the cavity cell during the normal-superconducting transition.

The fluxgate is attached to the cavity equator and measures the magnetic field

in the vertical direction. This allows the operator to monitor the magnetic fields

during transition as well as calculate the amount of flux expulsion from the cav-

ity during a transition [PCC+16]. The helium level stick measures the height of

liquid helium in the dewar which allows the operator know when the cavity

becomes uncovered and is no longer being properly cooled by the helium bath.

Finally, a small 100 W heater hangs from the bottom cavity support plate to boil

off the remaining liquid helium in the dewar after an RF test is complete.

Data from a preliminary test of a 5.2 GHz cavity using the HF insert is shown

in Figure 6.16 alongside data from tests on 1.3, 2.6, and 3.9 GHz cavities. The

standard bake preparation was used for all four cavities. As can be seen, the

residual resistance at 5.2 GHz was extremely high. The exact cause of the high

residual resistance is currently unknown and additional testing and diagnostic

measurements would need to be completed to diagnose the issue. It is likely,

however, that the source was not intrinsic to the cavity as several tests with

two different 5.2 GHz cavities yielded extremely similar results. This points
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to possible issues such as small helium leaks in insert vacuum seals at cryo-

genic temperatures leading to arcing inside the coupler-cavity system, a dam-

aged coaxial cable or connector somewhere along the test system path, or issues

with coupler alignment causing extremely high electric fields that lead to ad-

ditional losses in the coupler. After each test was completed, the coupler was

examined and showed signs of oxidation which usually points to arcing issues

or contaminate gases such as helium making their way into the cavity vacuum

system. Despite these relatively minor challenges, complete data sets were ob-

tained in most cases providing evidence that HF insert is operational and can

be used to test 3.9 GHz and 5.2 GHz cavities.

Future work for this insert would entail diagnosing and fixing the issues

leading to high residual resistances, designing and commissioning a Helmholtz

coil to perform magnetic flux trapping experiments [Gon16a] to study the sensi-

tivity of the surface resistance to trapped flux at higher frequencies, and creating

new coupler systems for even higher frequency cavities.

6.6 Conclusion

In this chapter, the design and commissioning of high frequency apparatus to

perform chemistry, high-pressure rinsing, and RF testing was discussed. Also,

the design and electromagnetic simulation results of new coupler systems for

use on the high-frequency insert for 3.9 and 5.2 GHz cavities was shown. The

purpose of this chapter was to showcase the infrastructure that was added to

the Cornell SRF laboratory to test cavities of up to 6 GHz.
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CHAPTER 7

FIELD AND FREQUENCY DEPENDENCE STUDIES

The aim of this chapter is to introduce a model that predicts the optimal reso-

nant frequency, helium bath temperature, and accelerating field to minimize the

cryogenic power required to maintain cavities at these values. The theoretical

background will first be introduced followed by the methods of data analysis

and modeling, and, finally, the results of the model as well as the ranges used

for the field, frequency, and temperature.

7.1 Theoretical Background

This section introduces the theoretical background necessary for understanding

how the numerical model and simulations presented in the next section work.

An expression for the power dissipated by a cavity per unit beam energy is

derived followed by a short discussion on cavity surface resistance. Finally, this

section is ended by a derivation relating the dissipated power to the ’real-world’

cryogenic power.

Accelerator physicists and engineers know the target beam energy before

accelerator design is started. Thus, the decision to normalize to units of beam

energy was very deliberate with that hope that the results obtained herein could

be used to quickly and easily calculate the required cryogenic power for a given

beam energy.
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7.1.1 Dissipated Power

The power dissipated by a cavity (or string of cavities) is related to the acceler-

ating voltage Vacc and the cavity shunt impedance Rsh

Pdiss =
V2

acc

Rsh
(7.1)

where the accelerator definition of Pdiss has been shown rather than the circuit

theory definition which differs by a factor of 1/2 [PKH08, Wan08]. The shunt

impedance can be recast in a form which is dependent only on cavity geometry

by dividing by the cavity quality factor Q0

Pdiss =
V2

acc

(Rsh/Q0)totalQ0
. (7.2)

The subscript ’total’ is used to indicate that, in general, a multi-cell is consid-

ered and (Rsh/Q0)total represents that value of the normalized shunt impedance

for the entire multi-cell cavity. If the cavity has N cells, then the length of the

cavity L = N(λ/2) where λ is the wavelength of the cavity resonant mode. Then

Equation 7.2 can be expressed in terms of the shunt impedance per cell,

Pdiss =
V2

acc

(Rsh/Q0)cell(2L/λ)Q0
. (7.3)

Substituting Vacc = EaccL and Q0 = G/RS gives an expression in terms of the

accelerating field Eacc, the surface resistance RS , and the geometry factor G,

Pdiss =
E2

accL2RS

(Rsh/Q0)cell(2L/λ)G
. (7.4)

Simplifying terms, dividing through by a factor of Vacc, and writing Equation 7.4

in terms of frequency gives

Pdiss

Vacc
=

cEacc

2(Rsh/Q0)cellG

(
RS

f

)
. (7.5)
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The above relation can be put into form useful to accelerator physicists by mul-

tiplying through by a factor of 1/e where e is the electron charge to obtain the

dissipated power per unit beam energy

Pdiss

Ebeam
=

cEacc

2e(Rsh/Q0)cellG

(
RS

f

)
. (7.6)

To obtain the dissipated power, the surface resistance must first be known. The

form of the surface resistance and its dependencies are discussed in the follow-

ing section.

7.1.2 Surface Resistance

The surface resistance can be broken down further into the temperature depen-

dent BCS resistance, RBCS, and the temperature independent residual resistance,

Rres, where, in general, both components will depend on field strength and fre-

quency:

RS (Bpk, f ,T ) = RBCS(Bpk, f ,T ) + Rres(Bpk, f ), (7.7)

Here Bpk is the peak surface magnetic field and is related to Eacc by a geometry

dependent constant, f is the resonance frequency, and T is the cryogenic bath

temperature. The BCS theory predicts that RBCS ∝ f 2 for niobium cavities at low

fields [MB58, PKH08]. However, the frequency dependence of RBCS at higher

fields is not well known and has not been investigated thoroughly. The model

discussed in this chapter was created, in part, to investigate the exact frequency

dependence of RBCS based on experimental data. In this model, the relation

between frequency and RBCS is taken to follow the form

RBCS = AT f x (7.8)

82



where 1 . x . 2 and is determined through fitting data of RBCS at fixed temper-

ature and field. The prefactor AT introduces temperature dependence through

AT = A0

(
1
T

)
e−∆(0)/kBT (7.9)

where ∆(0) is the asymptotic value of the energy gap for T � Tc and is taken

to be independent of field and frequency to a good approximation. The field

dependence of AT and x is obtained numerically through fitting of Equation 7.8

at different fields since, in general, a closed form expression for the field depen-

dence does not exist. In other words, there is currently no complete, established

theory that can describe the field dependence of RBCS.

The residual resistance is taken to vary linearly with field, consistent with

observations in nitrogen doped, infused, and niobium(III)-tin coated cavities

[Gon16b, Hal17, Man20] and with the square root of frequency [Pad09]. The

dependence used in this model is given by

Rres = (R0 + R1Bpk) f 1/2 (7.10)

where R0 and R1 are constants. This form was a convenient choice because of its

tunability which allows for the study of the effect of the relative magnitude of

RBCS and Rres on the optimal cryogenic power.

7.1.3 Cryogenic Power

The theoretical minimum cryogenic power required to maintain a cavity at a

helium bath temperature THe with an ambient temperature Ta = 300 K is given

by the thermodynamic relation for a Carnot refrigerator [PKH08]

Pcryo,theo = Pdiss

(
Ta − THe

THe

)
. (7.11)
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Figure 7.1: Cryogenic efficiency of a cryogenic plant with a double exponential
fit used in the model. Data adapted from [Sch03].

The maximum coefficient of performance COPmax and the ’real-world’ COP are

related to the minimum cryogenic power Pcryo,theo, ’real-world’ cryogenic power

Pcryo, and the power dissipated by the cavity by

COPmax =
Pdiss

Pcryo,min
=

THe

Ta − THe
(7.12)

and

COP =
Pdiss

Pcryo
. (7.13)

where η = COP/COPmax is the Carnot fraction. Finally, the ’real-world’ cryo-

genic power can be calculated from the measured η, the maximum coefficient of

performance calculated from Equation 7.12, and the modeled dissipated power

from

Pcryo =
Pdiss

ηCOPmax
= α(THe)Pdiss. (7.14)
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The function α(THe) = 1/ηCOPmax is obtained by an exponential fit of the ra-

tio Pcryo/Pdiss data obtained from [Sch03]. This data and fitted exponential are

shown in Figure 7.1. It is important to note here that α(THe) ∝ T−1
He which comes

from COPmax and the fact that THe � Ta.

7.2 Cavity Preparations

The modeling presented throughout the rest of the chapter relies primarily on

data from Fermi National Accelerator Laboratory (Fermilab) [Mar18] and some

from Cornell. Each cavity preparation shown in Figure 7.3 will be described

in this section. All cavities in this chapter had a 100 − 150 µm post-fabrication

EP and either a 800 or 900 ◦C vacuum de-gas bake for 3 − 5 hr followed by

additional treatment, if any. The nitrogen doped (N-doped) cavities were doped

immediately after the de-gas bake at 800 ◦C for 2 min (25−40 mTorr N2) followed

by an 800 ◦C vacuum anneal for 0−6 min and a 5 µm post-dope EP [Mar18]. The

EP cavities received an additional 40 µm EP after the de-gas bake while the BCP

cavities received a 40−50 µm post-bake BCP instead [Mar18]. Finally, the EP120

cavities were installed on the test insert and vacuum baked in-situ at 120 ◦C for

48 hr [Mar18].

The results of the model, which will be discussed in the following section,

will focus only on the nitrogen-doped and 120 ◦C cavities for the sake of brevity.

These two cavity preparations were chosen because these recipes are used in

modern accelerators [Gon18, Sin16] and are of interest to the SRF community.
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Figure 7.2: The BCS resistance at 2.0 K as a function of peak surface magnetic
field for cavities at various frequencies for nitrogen-doped cavities from Fer-
milab and Cornell (left) and the 120 ◦C vacuum baked cavities from Fermilab
(right). Data adapted from [Mar18].

7.3 Numerical Methods

The numerical model begins by fitting data of RBCS(Bpk) at 2.0 K from cavities at

different frequencies ranging from 650 MHz to 4 GHz with low-order polynomi-

als up to third order to obtain continuous RBCS curves. The choice of polynomial

order for the fit is chosen to best preserve the shape and behavior of the partic-

ular curve being fit. An example of such fits are shown in Figure 7.2 for the

nitrogen-doped and 120 ◦C recipes.

Next, the polynomial fits of RBCS vs Bpk are fit to the natural logarithm of

Equation 7.8 for each value of Bpk,

ln(RBCS) = ln (AT (2.0 K)) + x ln( f ), (7.15)

to obtain the parameters AT (2.0 K) and x as a function of field. The results of

these fits for each recipe are shown in Figure 7.3. The prefactor A0 is calculated

from AT (2.0 K) and Equation 7.9 with ∆(0)/kbTc = 2, T = 2.0 K, and Tc = 9.2 K.

Finally, AT (T ) is calculated from the A0 values using Equation 7.9 and the same
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Figure 7.3: The result of the fits of RBCS vs f for the parameter x at fixed Bpk for
all cavity recipes.

values for ∆(0)/kbTc and Tc.

With all the necessary parameters in hand, RBCS is calculated from Equa-

tion 7.8 and Rres from Equation 7.10. From these, the dissipated power Pdiss/Ebeam

is obtained from Equation 7.6 and the cryogenic power pcryo = Pcryo/Ebeam from

Equation 7.14. Optimization begins with finding the optimal temperature, Topt,

that minimizes the cryogenic power as a function of Bpk and f . Finally, the opti-

mal frequency, fopt, is obtained as a function of field.

Before continuing on to the results of the model, it is worthwhile to exam-

ine the dependence of x with Bpk. At low fields, x is either ≈ 2 or is trending

towards it for all cavity preparations shown Figure 7.3, as expected from the

BCS theory prediction. However, x tends towards unity as the field increases
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for all the recipes shown. For instance, for the nitrogen-doped cavities RBCS

very nearly varies linearly with f at 80 mT. This is quite remarkable behavior

considering the strong deviation from the f 2 that is expected. A similar trend

is observed for the 120 ◦C baked cavities where at high fields the dependence

of RBCS trends towards a linear dependence. The trends in the observed in the

frequency dependence of RBCS as a function of field could provide guidance for

future theoretical models of the frequency dependence of the surface resistance.

7.4 Results

This section will discuss the results of the model for the nitrogen-doped and

120 ◦C vacuum baked cavities. The optimal temperature and minimum cryo-

genic power per unit beam energy, referred to as pcryo,min from this point for-

ward, as a function of field and frequency will be discussed first. Next, the

frequency dependence of Topt and pcryo,min at Bpk = 68 mT (Eacc ≈ 16 MV/m) will

be considered. Finally, this section will conclude with a discussion of the field

dependence of fopt and pcryo,min.

The range of 20−80 mT for the field was chosen to confine the model to the

field limits of the data. For frequency, a range of 1−8 GHz was chosen so that

qualitative features of the model could be observed over an ample range while

not going to such high frequencies that would correspond to cavities so small

as to be unusable in application. The lower and upper limits of 1.7 and 2.1 K

were chosen because, historically, niobium cavities were primarily operated in

this temperature range. The lower limit was chosen precisely because operating

cryogenic plants below 1.7 K is extremely unfeasible.
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Figure 7.4: The optimal temperature (left) and minimum cryogenic power
(right) as a function of field and frequency for the nitrogen doped cavities. The
residual resistance parameters R0 = 5 nΩ/

√
GHz and R1 = 50 nΩ/

(√
GHz · T

)
.

The optimal temperature and minimum cryogenic power as a function of

field and frequency is shown in Figure 7.4 for the nitrogen doped cavities with

residual resistance parameters R0 = 5 nΩ/
√

GHz and R1 = 50 nΩ/
(√

GHz · T
)
.

It is observed that pcryo,min increases with field for all frequencies. Qualitatively

this makes since RBCS ∝ B−1
pk and Rres ∝ Bpk resulting in a proportionality of

pcryo ∝ B2
pk. Because the residual resistance is temperature independent, the

optimal temperature tends to be maximized since Rres > RBCS at higher fields

and α(T ) ∝ T−1. In other words, when the residual resistance dominates, the

optimal temperature increases to increase the cryogenic efficiency. The increase

in optimal temperature is only weakly damped by the decrease of RBCS with

decreasing temperature since RBCS < Rres at higher fields.

The optimal temperature and cryogenic power generally decrease with in-

creasing frequency except at low fields. The frequency dependence of the cryo-

genic power is given by pcryo ∝ c1 f x−1 + c2 f −1/2 where c1 and c2 are arbitrary

constants and the first and second terms in the proportionality are due to RBCS

and Rres, respectively. As the frequency increase, the BCS term increases and

89



Figure 7.5: The minimum cryogenic power as a function of field and fre-
quency for the nitrogen doped cavities. The residual resistance parameters
R0 = 1 nΩ/

√
GHz and R1 = 10 nΩ/

(√
GHz · T

)
.

the residual term decreases and, therefore, the optimal temperature decreases

to minimize the BCS term. This effect is stronger at lower fields where x is

larger causing BCS term to grow more rapidly with frequency. At high fields,

the residual term tends to dominate over the BCS term such that pcryo ∝ c2 f −1/2.

At lower fields, however, RBCS ≈ Rres which causes a competing effect between

the two terms and the cryogenic power varies only weakly with frequency.

It is instructive to also consider the case where Rres . RBCS. Such a case, with

R0 = 1 nΩ/
√

GHz and R1 = 10 nΩ/
(√

GHz · T
)

is shown in Figure 7.5. In this

scenario, the the BCS term dominates at low fields causing the cryogenic power

to vary as pcryo ∝ c1 f x−1 and, therefore, increase with frequency. At higher fields,

the residual term begins to dominate and decreases faster with frequency than
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Figure 7.6: The minimum cryogenic power as a function of field and frequency
for the 120 ◦C vacuum baked cavities. The residual resistance parameters R0 = 5
nΩ/

√
GHz and R1 = 50 nΩ/

(√
GHz · T

)
.

the BCS term increases. Therefore, cryogenic power is mostly dominated by the

behavior of the residual term and decreases with frequency as previously ob-

served in the prior case. At moderate fields both terms compete and the power

varies more weakly frequency. In this case, the optimal temperature is 1.7 K

since Rres . RBCS for all fields and frequencies. The rapid increase is offset by

decreasing the temperature to minimize the BCS term.

For the 120 ◦C baked cavities, RBCS varies more weakly with field compared

to the nitrogen-doped cavites as can be seen in Figure 7.2. Therefore, the cryo-

genic power roughly scales as pcryo ∝ c1Bpk + c2B2
pk and increases with field for

all frequencies. The optimal temperature and minimized cryogenic power for

R0 = 5 nΩ/
√

GHz and R1 = 50 nΩ/
(√

GHz · T
)

is shown in Figure 7.6. In this

case, the cryogenic power is only weakly frequency dependent for Bpk < 70 mT

because the BCS and residual terms of the frequency dependence are approxi-

mately equal. In other words, the BCS term is increasing with frequency at ap-

proximately the same rate that the residual term decreases. At higher fields (i.e.,

Bpk > 70 mT), the residual term dominates and, therefore, the power decreases
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Figure 7.7: The minimum cryogenic power as a function of field and frequency
for the 120 ◦C vacuum baked cavities. The residual resistance parameters R0 = 1
nΩ/

√
GHz and R1 = 10 nΩ/

(√
GHz · T

)
.

with increasing frequency. The optimal temperature rapidly decreases to the

1.7 K minimum since x is larger for the 120 ◦C across all fields and, therefore,

the BCS term increases more rapidly with frequency than in the nitrogen-doped

case.

Interesting behavior also occurs when the BCS term dominates. Such a case

is shown in Figure 7.7 with R0 = 1 nΩ/
√

GHz and R1 = 10 nΩ/
(√

GHz · T
)
.

Again, the cryogenic power increases with field, as argued previously, for all

frequencies. In contrast to the previous case that had a more strongly field de-

pendent residual resistance, the cryogenic power increases with frequency for

all fields due to the dominance of the BCS term. Because of this, the optimal
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Figure 7.8: The optimal temperature (left) and minimum cryogenic power
(right) as a function of frequency at Bpk = 68 mT (Eacc ≈ 16 MV/m) for the
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, respectively.

temperature is forced to the minimum of 1.7 K for all fields and frequencies to

minimize the BCS term.

It is worthwhile to discuss the optimal temperature and minimal cryogenic

power as a function of frequency at a fixed field. A value of Eacc = 16 MV/m

(Bpk ≈ 68 mT) was chosen because this is the specification of the LCLS-II acceler-

ator which, at the time of publication, is in the process of being cooled down for

the first time. Both nitrogen-doped and 120 ◦C recipes are examined for three

different field and frequency dependencies of the residual resistance given by

three sets of the parameters R0 and R1. These results are outlined in Figure 7.8.

For the nitrogen-doped case, the minimized cryogenic power at the optimal

temperature decreases with increasing frequency. This is an interesting trend

considering the history of superconducting cavities in accelerators. In the past,

accelerators were always designed around cavities at ∼1 GHz because of the

scaling of the surface resistance with frequency and a general lack of preparation

methods that could minimize the surface resistance of higher frequency cavities
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Figure 7.9: Right: The frequency that minimizes the cryogenic power, fmin, as
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tively.

enough to be usable at the fields required for the machines. Considering the

advances made through nitrogen doping and infusion in the past decade, higher

frequency cavities are now viable candidates for future accelerators. Thus, the

results of the model actually coincide with these recent advances and strengthen

the idea that higher frequency doped or infused cavities could be the key to

minimizing the cryogenic power costs of running superconducting accelerators

making them more accessible to a wider audience.

On the other hand, for the 120 ◦C cavities, the outcome depends more so

on the relative balance between the BCS and residual resistance. In the case

where RBCS > Rres, the cryogenic power increases with frequency whereas in

the opposite case it decreases. In the intermediate regime where RBCS ≈ Rres,

the power is more weakly dependent on frequency. Therefore, if designing an

accelerator with this cavity recipe in mind, one must first know what achievable

residual resistances can be obtained and their relative strength before choosing

an optimal frequency.
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For both recipes, the optimal temperature decays with increasing frequency

to minimize the BCS term in the cryogenic power. The BCS term for 120 ◦C

baked cavities grow with frequency more quickly than the nitrogen doped cav-

ities since x is larger for the 120 ◦C cavities and, therefore, the BCS term grows

more rapidly.

This section is concluded now with a discussion of the frequency that mini-

mizes the cryogenic power, fopt, and the minimized cryogenic power at fopt and

Topt as a function of field. The same field and frequency dependencies for the

residual resistance are considered for both the nitrogen doped and 120 ◦C baked

cavities. The results are summarized in Figure 7.9. As can be seen, the optimal

frequency increases when the residual resistance is larger. This follows from

the f −1/2 dependence of the residual term in the cryogenic power. The larger

residual terms are minimized at higher frequencies. However, there is also the

competition from the BCS term which is minimized at smaller frequencies. This

competing behavior results in the observed curves.

The behavior of the minimized cryogenic power at fopt and Topt as a function

of field is quite complex and is more difficult to explain using arguments based

on proportionality since fopt and Topt are both field dependent. Qualitatively the

trends for both cavity recipes and different field and frequency dependencies

can generally be explained by the fact that the cryogenic power increases with

field for all frequencies. The frequency dependence is more complicated since

in some cases the power can decrease or increase with frequency depending on

the parameters used for the residual resistance and the field strength. In general,

however, for all scenarios considered it appears that the increase in power due

to the field dependence mostly overcomes the decrease in the cryogenic power
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due to the increase in frequency.

It is quite interesting to see how sensitive the cryogenic power is to even

small changes in the residual resistance at high fields. The is of particular in-

terest since, in general, higher accelerating field result in shorter accelerators

which have lower capital costs. Consider, for example, the minimum cryo-

genic power at 80 mT for the best case scenario for the nitrogen-doped cavities

(R0 = 1 nΩ/
√

GHz and R1 = 10 nΩ/
(√

GHz · T
)

and worst case scenario (R0 = 10

nΩ/
√

GHz and R1 = 100 nΩ/
(√

GHz · T
)
). The cryogenic power quadrupoles

implying a four-fold increase in operational cryogenic costs. Thus, it is of great

importance to minimize the residual resistance in cavities built for future accel-

erators.

7.5 Conclusion

In this chapter, a model was proposed to take as inputs experimental data of the

field dependence of the BCS resistance for different cavity recipes at multiple

frequencies and give as its outputs the optimal temperature and frequencies

that minimize the cryogenic power per unit of beam energy as a function of

field. The results of the model for nitrogen doped and 120 ◦C vacuum baked

cavities were discussed.

Future work to improve the model could include a more recipe specific

model of the residual resistance and also data at higher frequencies for the

recipes shown as well as recipes not shown (such as nitrogen infusion). Cur-

rently, the field and frequency dependence of the surface resistance for cavities

at frequencies above 4 GHz has not been explored. Adding data from frequen-
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cies above 4 GHz would improve the model as well as give insight into the fre-

quency threshold at which the field and frequency dependence of the resistance

begins to qualitatively change from that currently observed.

It should be also be noted that higher frequency cavities can be disadvanta-

geous compared to lower frequency cavities. For example, higher frequency

cavities have much smaller beam tube apertures which can limit transverse

beam size and, in turn, achievable beam currents or higher-order mode exci-

tations due to beam-cavity interactions [Wie15]. For these and other reasons,

higher frequency cavities may not always be the optimal choice.
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CHAPTER 8

CONCLUSION

This dissertation discussed the results of low temperature infusion studies on

the field dependence of the surface resistance, the design and commissioning of

hardware to test high frequency cavities up to 6 GHz, and a numerical model

to optimize the cryogenic power required to cool superconducting cavities as a

function of field, frequency, and temperature.

The low temperature infusion studies resulted in several important conclu-

sions. Namely, the anti-Q-slope results from a near surface effect (< 50 nm), the

level of the concentration of interstitial impurities matters and if the impurity

concentration drops too low the anti-Q-slope disappears, the surface chemistry

is important and can ’kill’ the anti-Q-slope in certain instances (such as tita-

nium surface contamination), and, perhaps most importantly, that O played the

primary role in the appearance of the anti-Q-slope while C played an equal or

secondary role and the N played little to no role at all. This last point is of par-

ticular significance because it demonstrates that (1) N was not responsible for

the anti-Q-slope in infused cavities, and (2) that other impurities such C and O

can produce the same effect.

The discussion of the design and commissioning of apparatus demonstrated

the expansion of infrastructure to electropolish, high pressure rinse, and test

high frequency cavities in the Cornell SRF lab. This new infrastructure can be

used for many years to come to test cavities at 3.9 and 5.2 GHz while also being

easily adaptable to even higher frequency cavities.

The model created for the optimization of cryogenic power showed that, for
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nitrogen-doped cavities, higher frequencies were more optimal than lower fre-

quencies, the optimal cryogenic power is very dependent on the magnitude of

the residual resistance, and that optimal frequencies tended to increase with in-

creasing accelerating gradient. These results have strong implications for future

accelerators where smaller, higher frequency cavities may be used to reduce

capital and operational costs.
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