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The TE-wave transmission technique is a method for measuring the electron cloud (EC)
density in an accelerator beam pipe. It involves transmitting an RF signal through the pipe
and detecting the intensity of the phase modulation caused by the fluctuating EC density.
Using physical and simulated data, the experiments described in this paper explore the effects
of reflections on the phase advance of TE-waves. It is shown that introducing reflections to
a waveguide can significantly distort phase measurements in some cases.

I. INTRODUCTION

Low-energy electrons commonly exist in par-
ticle accelerators. In many cases, as with proton
rings, they have few appreciable effects on the
particle beams. In high-energy lepton storage
rings, however, electron clouds can reach den-
sities great enough to significantly disrupt the
beam - in fact, the quantities of low-energy elec-
trons can become comparable to the number of
particles in the beam itself (although the densi-
ties of the respective species are quite different)
[1]. The instabilities that electron clouds inflict
upon positron and electron beams impose limits
on the possible beam currents, and electron colli-
sions with the beam pipe walls have been shown
to put stress on cryogenic systems [2]. This prob-
lem must be addressed, therefore, in preparation
for future high-energy accelerators such as the
proposed International Linear Collider (ILC).

The robust electron cloud (EC) formation
in lepton storage rings is primarily due to syn-
chrotron radiation. Light emitted by accelerat-
ing electron and positron bunches induces pho-
toemission of electrons by the beam pipe walls.
Subsequently, secondary electrons emerge as the
photoelectrons collide with the walls [1]. This
results in a coupled-bunch instability (first de-
scribed in [1]) in which an initial bunch causes
the release of an electron cloud, which in turn
destabilizes subsequent bunches. One widely-
used method for limiting these effects involves
wrapping the beampipe with a solenoid [3],
whose field diverts the trajectory of the emitted
electrons away from the middle of the pipe.

Measurement of the EC and the effectiveness
of different mitigation techniques is one of the
principal objectives of the CESR Test Acceler-

ator (CesrTA) project [4]. Methods to measure
the EC density that are currently under develop-
ment include the use of retarding field analyzers
[5] as well as witness bunch and shielded pickups
[6].

This paper focuses on the TE-wave trans-
mission method for determining EC density.
This method, first proposed by Kroyer et al [7],
involves using beam position monitor (BPM)
buttons to transmit electromagnetic waves at
microwave-range frequencies through a length of
beam pipe. Assuming a uniform EC density, the
propagating waves obey the waveguide disper-
sion relation (given in [8, 9])

k2 =
ω2

c2
− ω2

c

c2
−
ω2
p

c2
, (1)

where ωc is the cutoff frequency and ωp =√
(nee2)/(meε0) is the electron plasma fre-

quency. As the dispersion relation indicates, the
velocity of propagating waves is dependent upon
both the wave frequency and the EC density.
Thus, a wave that has propagated through an
empty pipe will be received at a different phase
than one that has propagated through an elec-
tron plasma. For a wave of angular frequency ω,
its total phase advance Φ is (from the dispersion
relation)

Φ =
L

c

√
ω2 − (ω2

c + ω2
p), (2)

where L is the distance traveled. Assuming a
small value for ωp, which is always the case for
the EC densities observed in CESR, Φ can be
approximated as
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The difference in phase advance (phase shift,
∆Φ) between a wave traveling through a plasma
of frequency ωp and an empty waveguide (for
which ωp = 0) is
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As will be explained shortly, the TE-wave trans-
mission method provides measurements of ∆Φ to
determine the beam pipe EC density (on which
ωp depends).

Since the beam consists of discretely spaced
bunches of electrons or positrons, the EC density
fluctuates at the frequency with which bunches
pass through a given location. this causes a
modulation in the phase of the transmitted mi-
crowaves. If the EC density is assumed to oscil-
late sinusoidally, the received signal can be mod-
eled as

cos[ωt+ ∆Φsin(ωmt)]. (5)

This is equivalent to

cos(ωt)cos[∆Φsin(ωmt)]
−sin(ωt)sin[∆Φsin(ωmt)],

which can be expanded as

∞∑
n=−∞

Jn(∆Φ)cos(ωt+ nωmt). (6)

The spectrum of the received signal is thus
expected to have peaks centered about the
microwave frequency ω with sidbands appear-
ing at regular frequency-domain intervals whose
strength is determined by the phase-modulation
amplitude ∆Φ. Assuming that the EC den-
sity reaches zero in the intervals between bunch
passes (so that ∆Φ is the maximum phase dif-
ference from the empty pipe [6]), the approxi-
mate density can be determined by calculating
∆Φ from the sideband amplitudes.

Although the TE-wave transmission method
holds promise as a non-intrusive means of mea-
suring the EC, a few complications must be
addressed. For one, the passing electron or
positron bunches cause spikes in the field inten-
sity detected by the BPM buttons. These di-
rect beam signals are much stronger than the TE
wave signals and could potentially saturate the
detectors if precautions are not taken. In ad-
dition, amplitude modulation of the TE-waves
has been observed after transmission through a
magnetic field at cyclotron frequency [10]. De
Santis et al. cite a few possible causes, including
an increase in effective energy absorption by the
electrons when they are driven into the beam
pipe walls [6]. In the frequency domain, am-
plitude modulation manifests itself as a pair of
sidebands about the carrier. If amplitude modu-
lation occurs concurrently with phase moulation
(both at the frequency of bunch passes), its pres-
ence can be detected but its relative contribution
to the magnitude of the first two sidebands can-
not be deduced [6].

This paper, however, explores the issue of re-
flections and their effects on phase shift mea-
surements. Accelerator beam pipes are far from
ideal waveguides, and the EC is not the only
perturbation that the TE-waves encounter. Nu-
merous measurement instruments alter the beam
pipe walls, and the overall dimensions of the pipe
change periodically as the beam passes through
different regions of CESR. Such effects are likely
to cause reflections and, possibly, resonances. If
some waves reflect between two protrusions one
or more times before reaching a detector, they
will undergo a greater phase advance than those
that transmit without reflection. Under such
circumstances, phase shift measurements would
not accurately represent the EC if reflections are
ignored. The experiments and simulations de-
scribed in the following sections were intended to
help elucidate the effects of reflections on guided
waves in accelerator beam pipes.

II. EXPERIMENTAL SETUP

The effects of nonuniformities on TE-wave
transmission were studied with physical waveg-
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uides and with numerical simulation software.

A. Physical Model

The physical waveguides were copper pipes
with rectangular cross sections. The pipes had
flanges affixed to each end, allowing for pipes to
be connected to one another to increase over-
all length. Transverse dimensions were 0.072m
x 0.034m; pipe lengths were on the order of one
meter. On some occasions, washers were added
between flanges at the junction of two lengths
of pipe to allow an opening for the introduction
of nonuniformities such as metal strips or Lexan
plastic. The presence of the narrow (∼0.002m)
space between adjoined pipes itself had no no-
ticeable effect on the TE-wave signal.

TE-wave signals were generated and recorded
with an Aeroflex 3281A spectrum analyzer for
some experiments and a Hewlett Packard 8753B
network analyzer for others. The signal reached
the waveguide through a coaxial cable with a
characteristic impedance of 50Ω, and was trans-
mitted to the pipe through an antenna. A
receiving antenna picked up the signal at the
other end, returning the signal to the genera-
tor through a similar cable that terminated at
a 50Ω resistor. The signal generator repeatedly
swept through a specified frequency range (less
than 3 GHz) with a sampling period on the or-
der of tens of microseconds. Signal intensity was
about -20 dBm.

B. Simulation

VORPAL, a particle-in-cell plasma simula-
tion code [11], was used for the numerical models
described in this paper. VORPAL software maps
three-dimensional space onto a grid, assigning
values for physical quantities such as EM field
components to each set of coordinates. Bound-
ary conditions, as well as physical attributes
such as current density, may be programmed di-
rectly into the simulation code. Yee’s algorithm
[12] was employed in these simulations to solve
Maxwell’s equations for the coordinates at each
time step. Particle positions and velocities were

updated using the relativistic Boris algorithm
[13].

The boundary conditions used for these simu-
lations were characterized by two types of cross-
sectional geometry and two types of end behav-
ior. The cross-sections were either those of the
rectangular pipe described above or of the CESR
beampipe. The latter consists of two circular
arcs (radius 0.075m) connected with flat side
planes. It is about 0.090m from side to side and
0.050m between the apices of the arcs. For both
cross-sections, VORPAL constrained the values
of the parallel electric field components to zero
(the boundary conditions for a perfect conduc-
tor).

The ends of the pipes were either perfect con-
ductors or perfectly-matched layers (PMLs) de-
signed to fully absorb any transmissions. Ap-
plying the conducting boundaries created a res-
onant cavity; using PMLs simulated a section of
a longer, continuous beam pipe. PML bound-
aries, first developed by J. Berenger [14], ascribe
a parabolically increasing electrical and (non-
physical) magnetic conductivity to the regions
at the ends of the beam pipes. These regions
had significant thickness, sometimes as much as
one-fourth the length of the entire pipe.

VORPAL maintains an electron cloud by gen-
erating a specified initial distribution of particles
in the simulation grid and tracking their sub-
sequent motion due to field interactions. The
simulation uses macroparticles of high mass and
charge to represent groups of nearby electrons.
Cells on the boundary of the EC region are made
to delete particles that pass through them to pre-
vent the particles from escaping. Secondary par-
ticle sources (such as metallic surfaces) are also
available, but none were used in these tests. In-
stead, electrons were set to initially have zero
velocity (a cold plasma). They were also artifi-
cially constrained to cross no more than one cell
per time step, a restriction that in practice has
does not significantly limit the physicality of the
simulation.

Waves were excited in the simulations by as-
cribing a transverse-direction current density to
a section of the beam pipe. These sections cov-
ered the full cross-sectional area and were two
cells thick in the longitudinal dimension.
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In addition to recording all EM field data at
user-specified intervals, VORPAL can record the
time evolution of a number of different quantities
over the entire simulation. Known in the code
as Histories, recordable quantites include the po-
tential difference between two given points, en-
ergy flux through a specified cross section, and
the number of particles in a given region. The
energy flux history is especially useful for testing
the effectiveness of the PML boundaries, since all
flux is expected to point away from the source
current in the absence of reflections.

One aspect of the simulation that is very dif-
ferent from the actual TE-wave measurements
both in the rectangular pipe and the beam pipe
is the time scale. While the physical mea-
surements occurred over arbitrarily long periods
of time during which the received signals were
steady, the simulations modeled systems over pe-
riods no longer than one to two hundred nanosec-
onds. Simulations longer than that tended to
exhibit roundoff error, with all field component
values increasing exponentially without bound.

III. RESONANT CAVITY
MEASUREMENTS

The resonant cavity experiments conducted
with the physical beam pipe and the simulations
accomplished two main objectives: to test the
accuracy of the simulations and to determine a
cutoff frequency for the CESR beam pipe, which
would be difficult to derive analytically due to its
geometry.

The resonant frequencies of a cavity are those
for which the pipe length is a multiple of the
half-wavelength. The wavelength λ of a given
frequency f (in Hz) in a guide with cutoff fre-
quency fc can be found from the phase velocity

vφ =
cf√
f2 − f2

c

, (7)

which arises directly from the dispersion relation
(Eq. 1) for an empty pipe. The resonant wave-
lengths must satisfy

λ =
vφ
f

=
2L
n
, (8)

FIG. 1: The frequency domain of a 1.219m pipe with
a cutoff frequency of approximately 2.08 GHz. Re-
flections, whose presence is indicated by the resonant
frequency peaks, arose because the receiving antenna
could not fully absorb the signal.

FIG. 2: The distribution function from the VORPAL
simulation for a 1m resonant cavity. The greatest
peak is at the carrier frequency (2.081GHz, which is
also a resonant harmonic). Note that other peaks at
resonant frequencies are clearly visible.

where L is the pipe length and n is an integer.
Consequently, the frequency of the nth resonant
harmonic satisfies the hyperbolic relationship

f2 =
c2

4L2
n2 + f2

c . (9)

The spectrum analysis for a 1.219m rectangu-
lar pipe (Fig. 1) showed a series of peaks in the
frequency domain in agreement with Eq. 9.

Simulating the frequency sweep used to pro-
duce the distribution function in Fig. 1 would
not be practical due to the limited time frame
and discrete time steps. However, transmitting
a single frequency will still produce a full dis-
tribution in the frequency domain because the
signal is effectively a pulse in the time scale of
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the simulation. Although the carrier frequency’s
magnitude in the distribution is at least 10dBm
stronger than that of any other frequency and
much greater if the carrier resonates, the peaks
representing the harmonics are still clearly visi-
ble (see Fig. 2).

The locations of the peaks in the simulation’s
frequency domain tended to suggest a cavity
length greater than the programmed length of
1.219m. Increasing the number of grid points
per unit distance improved the accuracy of the
peak locations, and the suggested length was ac-
curate within 0.5% when the longitudinal dis-
tance between grid points was ≤ 1cm. It was
also noted that the peaks in the Fourier trans-
form did not obey the hyperbolic relationship
(Eq. 9) indefinitely. For frequencies past 9 GHz
the spacing between the peaks began to decrease,
and no peaks were visible for frequencies greater
than 12 GHz. This is to be expected, because at
high frequencies the wavelength λ falls to a level
comparable with the grid point spacing and thus
precludes an accurate simulation.

With some confidence established in the ac-
curacy of the simulated frequency peak data, the
simulation could then be used to produce an es-
timate of the CESR beam pipe cutoff frequency.
The locations of the first twenty-one frequency
peaks were recorded for a one-meter resonant
cavity with CESR cross-sectional geometry. The
squares of the frequencies f2, accompanied by
their corresponding harmonic numbers n2, were
fit to the hyperbolic form of Eq. 9 (f2 = an2+b).
a, the coefficient of n2, was solved for the length
L and returned a value of 1.015m. The square
root of b, corresponding to the cutoff frequency
fc, was 1.888 GHz. Based on the value of L
with respect to the actual simulation length, this
value for fc is taken to be within a 1.5% margin
of error.

IV. PHASE SHIFT MEASUREMENTS

To observe small phase shifts in the physi-
cal waveguide, two pipes were connected with a
small gap (as described in Section II-A) through
which a plastic strip could be inserted. Metal
blocks were added to both ends of the pipe as

FIG. 3: Network analyzer data for the phase shifts
caused by a Lexan plastic dielectric in the physi-
cal conductor. The amplitude for each frequency is
shown on top at 10dBm per division; the correspond-
ing phase shifts are shown on the bottom at 20◦ per
division.

perturbations to increase reflections. (Neverthe-
less, reflections still would have occurred without
the metal blocks - they cannot be avoided with
the equipment used in this experiment.) The
Lexan plastic, like the low-density cold electron
plasma, behaves as a linear dielectric under the
experimental conditions.

To produce a phase shift measurement, TE-
waves were transmitted through the pipe (with-
out the dielectric) and measured by the network
analyzer. The frequency was swept between two
and three gigahertz. The phase shift at each
frequency value was recorded in the analyzer’s
memory. The dielectric was then added, and
the analyzer displayed the difference between the
dielectric-effected phase shift data and the stored
data. The result, as shown on the bottom half
of Fig. 3, was a plot of ∆Φ versus frequency.

The top half of Fig. 3 plots amplitude versus
frequency, similar to Fig. 1. The cutoff is less
abrupt in this distribution, most likely due to
the presence of the metal perturbations. The
analyzer recorded background noise in the first
division (from 2GHz to roughly 2.1GHz); hence
the erratic data for ∆Φ versus frequency in that
range. Note, however, that spikes in phase shift
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appear at about the same frequencies as peaks
in the amplitude distribution. This is indicative
of greater phase shifts at resonant harmonics, as
predicted.

It is also apparent that the effect of the
dielectric on the signal’s phase is not the same
for all frequencies. Most notably, the harmonic
at ≈2.23GHz (where a peak in amplitude is
recorded on the top half) exhibited no notice-
able phase shift from the pipe without the
dielectric.

The simulation of a particle beam or even a
time-varying EC was beyond the scope of the
code used for these simulations, so all phase
shifts were calculated based on data from an
EC-containing pipe as compared to an empty
pipe with all other features the same. For phase
comparison, the apex-to-apex potential differ-
ence was recorded for each time step at the end of
the pipe opposite the current source. For every
phase comparison, these two voltage functions
were essentially the same for the EC-filled pipe
and the empty pipe (except for a small phase
shift). Since these functions were essentially si-
nusoids at the carrier frequency, the following
method could be employed to derive the phase
shift ∆Φ.

Both sets of data were normalized by dividing
their respective quantities by

√
2 times the RMS

amplitude. For normalized sinusoids that differ
by a small change in phase ∆Φ, the difference
between them can be expressed as follows:

sin(ωt+ ∆Φ)− sin(ωt)
= 2sin(∆Φ

2 )cos(2ω+∆Φ
2 )

≈ ∆Φcos(2ω+∆Φ
2 )

(10)

Thus, small phase shifts are approximately equal
to
√

2 times the RMS of the difference between
corresponding values in the two normalized sets
of data.

All simulations used for phase-shift data were
conducted with 0.5m CESR pipes. Drawing
upon Eq. 4, the formula for the plasma frequency
ωp = 2πfp, and CESR’s cutoff frequency fc, the
phase shift for a pipe without reflection is ex-
pected to be

FIG. 4: Phase shift data from reflection-free simula-
tions against values predicted by Eq. 11. Electron
densities are typical of those seen in CESR.

∆Φ =
nee

2L

4πcε0me

√
f2 − f2

c

(11)

for low values of ∆Φ.
As shown in Fig. 4, the phase shift data col-

lected from the simulations for reflection-free
pipes corresponded well to the theoretically-
predicted values in Eq. 11. Sonnad et al. [15]
have reported similar success with a VORPAL-
simulated pipe with a square cross-section.

To test for the effects of reflections, the sim-
ulations were altered to include two protruding
conductors. The protrusions were slabs in the
transverse plane, extending from the bottom to
one centimeter above the apex of the lower arc.
They were spaced 0.4 meters apart, and the fre-
quencies (2.41GHz and 3.87GHz, the same as the
above simulation) were chosen to be the resonant
harmonics (n = 4 and n = 9, respectively) of a
0.4 meter resonant cavity in order to maximize
reflections. As evidence that reflections were in
fact occurring between the protrusions, the en-
ergy flux (not shown) fell periodically below zero
(positive flux points away from the source cur-
rent), whereas the flux at the end opposite the
source was always positive.

Fig. 5 shows the results. The solid shapes
represent the data for no reflections and are
the same data that appear in Fig. 4. The open
shapes represent the phase shifts in the presence
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FIG. 5: Phase shift data from simulations with and
without reflections.

of reflection. In all cases the phase advance
appears to increase in direct proportion to EC
density, which is consistent with Eq. 11. The
nature of the overall change in phase shift due
to reflections, however, is unclear. Although
we expected reflections to greatly increase the
phase shift in all cases, ∆Φ actually decreased
a bit for f = 2.41GHz (n = 4). Nevertheless,
these results do not necessarily conflict with the
physical data in Fig. 3, which suggests that ∆Φ
is liable to vary significantly with frequency.

V. DISCUSSION AND CONCLUSION

The TE-wave transmission technique requires
an accurate measure of phase shift in order to
successfully predict the spacial average EC den-
sity. If beam pipe reflections are capable of sig-

nificantly changing the average phase advance of
a TE signal, their affects must be accounted for.
The results from both the physical experiments
and simulations have shown that subjecting a
waveguide transmission to reflections can have a
major effect on phase shift, in one case causing
more than a twofold increase.

The nature of the effect of reflections, how-
ever, is poorly understood. The data shown in
Figs. 3 and 5 suggest that phase shift can be
greatly altered at resonant frequencies, but that
this is not always the case. Further work is
needed to better characterize these effects. In
particular, simulations should be run on a spec-
trum of frequencies beginning at the cutoff to
create a distribution function. Such distribu-
tions should be obtained for different varieties
of reflection-generating perturbations.

The VORPAL code used for simulations with
CESR beam pipe geometry has been shown to
accurately portray physical systems according
to waveguide theory. Although it has some
limitations, in particular the short time frame
of its simulations, it will be a valuable tool in
future experiments.
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