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Executive Summary

Linear accelerator based synchrotron light sources have the potential to produce hard
x-ray beams limited only by the fundamental wave nature of light. These intense beams can fo-
cus to (sub)-nanometer beam waists while maintaining precise collimation, photon energy, and
polarization. Such beams will enable three-dimensional, real-time characterization of atomic
structure, electronic structure, and chemical composition, even in macroscopic, non-periodic,
heterogeneous systems and imperfect samples. Since x-ray measurements are responsible for
most of what we know about the fundamental atomic-scale structure of materials, the obvious
question arises, “Are there new x-ray opportunities that would lead to novel and transformative
science?” There are at least five resoundingly positive answers to this question.

“Linear accelerator technology produces superlative x-ray sources.” Consider first
the enormous technological change introduced since simple x-ray tube sources caused a barely
visible glow for Roentgen, or helped the Braggs determine the crystal structure of rock salt, or
produced “photo 51” that led to the famous model of DNA by Watson and Crick. In the interven-
ing decades, extraordinary advances in relativity, electrodynamics, superconductivity, and myr-
iad generations of x-ray detectors have driven scientists to build storage rings with exquisite
control over the size, shape and trajectories of the relativistic charged particle beams — the
modern sources of the most brilliant x-ray beams. Now, going beyond storage rings, a com-
pletely new generation of coherent x-ray sources based on linear accelerators (Linacs) has been
invented; these machines have the potential to be “diffraction-limited” X-ray sources, limited only
by the fundamental wave nature of light.

The quality of radiation from a charged particle beam is determined by the radiative prop-
erties of a single point particle [3] and by the six-dimensional phase space distribution of a
macroscopic bunch of such particles [4,5]. The phase space volume occupied by a particle beam
is a key measure of accelerator performance. Smaller is better, yielding smaller x-ray beams and
producing higher spectral brightness (flux in an energy band divided by source size and angular
divergence). In a storage ring, the phase space volume grows due to repeated emission of
synchrotron radiation as the particle bunches circulate. Because Linac-based sources use each
electron bunch only once, phase space growth does not occur; the exquisite quality of the elec-
tron beam in the linear accelerator transfers directly to the x-ray beam.

Linac-based light sources can provide either low duty-cycle pulsed beams with enormous
peak power — X-ray Free Electron Lasers (X-FELs) such as the LCLS — or quasi-continuous
beams with exquisite stability and control — the Energy Recovery Linacs (ERLs). The radiation
from X-FEL and ERL sources is unique in many ways, both enabling and challenging scientists
of all types to invent new tools, techniques and methods to harness the potential of these trans-
formative new sources.

“‘Many tools are still missing from the tool chest.” New tools are needed to charac-
terize atomic-scale structure, function and dynamics of time-varying and non-equilibrium sys-
tems. The earliest synchrotron radiation (SR) sources utilized storage rings designed, built, and
operated primarily for high-energy physics experiments. Nevertheless, the extraordinary flux and
continuous spectrum from parasitic sources transformed x-ray science. More recently, 3" gen-
eration storage rings were built to utilize the spectral brightness of undulator sources. Currently,
many storage ring sources are working to optimize transverse coherence, the ability of a photon
beam to create interference patterns. An x-ray beam has optimal transverse coherence when it
emerges from a point source. A Linac-based ERL source approaches this ideal, producing qua-
si-continuous, high-energy x-ray beams with full transverse coherence.

The ERL design described in detail in the Preliminary Design Definition Report (PDDR)
produces 50 femtosecond to 2 picosecond pulses continuously at a rate of 1.3 GHz, enabling
new classes of continuous-duty x-ray experiments complementary to those served by low
pulse-rate X-FEL sources. With ERLSs, scientists will be able to focus down to nanometers, pre-



cisely control photon energy and polarization, and benefit from full coherence. These beams will
allow current probes to be extended and novel approaches to be developed, and will enable
three-dimensional, real-time characterization of structure (atomic, nanoscale and mesoscale)
and chemical composition in realistic environments. This compelling vision is responsible for the
current decades-long and worldwide race to build coherent SR facilities.

‘Answers beget questions that demand novel approaches.” The utilization of SR is
following a strong growth curve, and the number of novel applications (and needs) of SR is
growing without bounds. With almost one hundred facilities worldwide, SR is a key mul-
ti-disciplinary tool enabling major discoveries in diverse fields across the physical, chemical, en-
vironmental, engineering, geological and planetary science, medical and biological disciplines,
and archaeology and art history. Will existing and novel applications prove transformational?
We think so. For example, nothing has impacted bioscience more than the revolutionary ad-
vances in protein crystallography. As just one example, SR based crystallography solved the
atomic structure of three key HIV reverse transcriptase complexes [6] that bear directly on the
design of new AIDS treatments. These new drugs will save lives. At the same time, these ad-
vances have generated new challenges; questions are now shifting from determining static
structures to understanding flexibility, fluctuations and function, with focus shifting from measur-
ing static protein crystals to protein complexes that do not form high quality crystals. Better
sources like the ERL, with new methods to capture and interpret data, are needed to meet these
emerging challenges.

“Users vote with their feet.” A fourth way to answer the question whether future x-ray
sources will lead to novel and transformative science is to note the phenomenal growth in size
and breadth of user communities at SR sources. Remarkably, over 50% of all SR facility visitors
are students or early career scientists at the post-doctoral and junior faculty levels and they see
SR x-ray techniques as their best route to the future.

“There is a world-wide drive for increased coherence” A fifth answer recognizes the
enthusiasm the scientific community expresses each time there is the prospect of a new, pow-
erful x-ray tool. The newest storage ring sources under construction or upgrade (e.g., Petra-lll,
APS-U, MAX-4, and NSLS-II) will improve transverse coherence, increase intensity and reduce
source dimensions to achieve nanometer spatial resolution [7-9]. However, storage ring tech-
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Figure 1: Nominal spectral brightness and coherent flux for various sources, as calculated with SPECTRA using the
parameters of Table 1 (see end of document).




nology limits the coherence of these machines. Because of the interest in fully coherent, high
repetition-rate, hard x-ray sources, two series of international workshops were held at Cornell,
during 2006 and 2011, covering opportunities and challenges of ERLs [1,2,10]. In 2011 CHESS,
SSRL, DESY, and PF/KEK joined forces to host six workshops on “Science at the Hard X-ray
Diffraction Limit” (XDL-2011). With NSF and DOE support, almost 500 participants gathered to
brainstorm and discuss experiments that cannot be done with existing sources. Speakers pre-
sented innovative ideas, new approaches, and out-of-the-box thinking. The talks highlighted
challenges facing society, gaps in scientific understanding or experimental capabilities, and re-
cent landmarks in scientific inquiry and technique development. Below we give examples of the
results of brainstorming from each of the six workshops, highlighting the novel and potentially
transformational nature of ERL technology.

What are the outstanding and unique features of new ERL light sources? An ideal
x-ray source would provide complete control over the space/time structure of radiation pulses.
Linac-based sources achieve that by exercising exquisite control over the electron source bunch
structure and 6-dimensional phase space. An ERL source has a flexible, quasi-continuous bunch
structure, intrinsically small round beams, short but variable native pulse lengths, and very high
transverse coherence. With this outstanding flexibility, we envision that ERL facilities will alter-
nate, as needed by scientific applications, between different operating modes: (A) high-flux
mode, (B) high-coherence mode (C) a short-pulse, low-charge mode, and (D) a short-pulse,
high-charge mode. Figure 1 shows spectral curves and Table 1 (see end of document) shows
design parameters for several modes of operation as well as light source comparisons [11,12].

One of the unique features of ERL (and X-FEL) sources is the ability to operate a new type
of insertion device — called a “delta undulator” - that provides unprecedented tunability of x-ray
fundamental energy, harmonic suppression, and polarization (helical or planar) (Fig. 2) [13-15].
When run in helical mode, the delta undulator sup-

presses on-axis intensity of unwanted higher har-
monics (and heat). Combining delta undulators, mi-
cron-sized round, coherent beams and zone-plate
focusing, the ERL will power the most intense and
flexible continuous hard x-ray nanobeam probes in
the world [16]. In addition, ERLs can utilize very long
undulators to produce x-ray beams with very narrow
energy bandwidths; these will power beamlines for
high-resolution spectroscopies or beamlines that
avoid x-ray optics altogether [17].

“Is ERL technology ready?” Yes. The
guiding concept for an ERL source was originated at
Cornell by Tigner in 1965 [18]. For many years, the
DOE has supported a low-energy ERL at Jefferson
Laboratory to drive the world’s highest-power tunable
infrared and VUV laser. KEK in Japan is building a
low-energy compact ERL, and is planning to build a

Figure 2: First working prototype of delta
undulator. The four “delta-shaped” permanent

full-scale high-energy ERL x-ray source. NSF has
supported a decade-long ERL R&D project at Cor-
nell; this project has succeeded in designing and
fabricating technologies needed to create a prototype
minimum phase space injector — the heart of the ERL
light source. At this time all the necessary tech-
nology milestones have been realized or proven
through validated models [19,20]. An engineering
study was funded by New York State and the ac-

magnets surround a 5 millimeter gap suitable for
an ERL or X-FEL electron beam. The four arrays
of magnets can translate  independently,
maintaining a 5 mm gap but varying the phase of
the transverse magnetic fields; this type of tuning
allows separate control of the energy and
polarization of the X-ray radiation. The
polarization of the beam can be planar — from
horizontal to vertical and anywhere in between — or
helical.




companying “Project Definition Design Report” (PDDR) outlines an ERL upgrade to the Cornell
synchrotron site [21]

This document and the accompanying PDDR demonstrate that the ERL has the poten-
tial to be a superb coherent hard x-ray source. The science experiments outlined in this docu-
ment use a model 5 GeV ERL light source with the parameter tables given in the Cornell ERL
Project Definition Design Report [21]. The PDDR, which describes an upgrade to the storage ring
that currently powers CHESS, is augmented by engineering studies of accelerator components,
tunnels, x-ray user-halls, cryogenic buildings, and an environmental impact study that can be
obtained by request.

The many advantages of ERL beams for coherent x-ray experiments have been analyzed
for a variety of classes of ERL experiments [12]. As shown in the science examples below, ERLs
are complementary to X-FEL sources. ERL strengths include very high coherent flux, inherently
round beams, flexibility and quasi-continuous time structure, and high energy resolution. ERLs
will be especially advantageous where coherence and nanobeams are needed to repetitively
probe unique specimens, where the requisite scattering information cannot be obtained with a
single X-FEL pulse, or where high coherent flux and quasi-continuous time structure are required
to study how samples change in time. It is also important to realize that designs for ERL sources
are only a decade old; prior generations of x-ray sources matured and improved in performance
continually — we expect the ERL will improve dramatically with ingenuity and need. For instance,
it was realized early on that an ERL source would be an ideal host for an X-FELO (an X-FEL
oscillator), an x-ray resonant cavity that will produce transform-limited x-ray beams with a co-
herent intensity boosted more than 3 orders of magnitude to over 10° x-rays/second per pulse
with MHz repetition rates and extremely high energy resolution [22].

The structure of the document follows the topics of the XDL2011 workshop, giving exam-
ples of how ERL sources can address "grand challenge” of science in the following areas: 1)
Diffraction Microscopy, Holography and Ptychography using Coherent Beams; 2) Biomolecular
Structure from Nanocrystals and Diffuse Scattering; 3) Ultrafast Science with "Tickle and Probe”;
4) High Pressure Science at the Edge of Feasibility; 5) Materials Science with Coherent Nano-
beams at the Edge of Feasibility; and 6) X-ray Photon Correlation Spectroscopy (XPCS) using
Continuous Beams.



Workshop 1: Diffraction Microscopy, Holography, and
Ptychography using Coherent Beams

1.1 Introduction

Since the discovery of x-rays and Laue diffraction over one hundred years ago, x-ray dif-
fraction has been a phenomenally successful and critical tool for solving the periodic structure of
crystalline materials. However, the structures of many important materials such as glasses and
polymers are not periodic. Even in crystalline materials, some of the most important and useful
properties are strongly influenced by deviations from long-range periodic order: the influence of
surfaces, grain boundaries, and local structure deriving from impurities or dislocations. Adding
even greater complexity, these structures are not static. They evolve as materials process or
function. Many current technologies and applications are constrained by these effects. Conse-
quently, there is a growing emphasis on the challenge to understand non-periodic structures and
how they evolve over time.

New methods enabled by the coherent X-ray beams produced by ultra-low emittance
synchrotron radiation offer the potential of meeting this challenge [12]. Already, the limited co-
herence available at 3" generation storage rings has enabled pioneering techniques such as
X-ray holography [23-25] and coherent diffraction imaging (CDI) [26-29]. These take advantage
of ideas originat-
ing from infor-
mation theory
(oversampling)
[30] and of com-
putational  tech-
niques (phase
retrieval) [31-33],
allowing for the
structural solution
to  non-periodic
systems (see
figure 1.1.1)
[28,34,35]. Fur-
thermore, due to
the nature of their
interaction  with
matter, X-rays are Figure 1.1.1: Top: coherent scattering pattern (right) and real-space volumetric iterative
uniq uer suited for reconstruction of a single crystalline grain (left). (From [27])
studies of thicker
samples and samples in particular environments or conditions, or operating in real devices. Mul-
tiple scattering is generally not an important consideration with X-rays, allowing for direct and
guantitative analysis. These new coherent imaging techniques can be combined with other
techniques based upon rich spectroscopies that are possible with X-rays, allowing elemental
sensitivity via resonant scattering, trace element sensitivity via X-ray fluorescence, and imaging
the distribution of chemical states via X-ray absorption near-edge spectroscopy.

These techniques are currently limited by the coherent X-ray flux that can be delivered to
the sample. The ERL will produce an X-ray source with orders of magnitude higher coherent flux
than state-of-the-art storage rings [12], but with a quasi-continuous time structure that provides
capabilities unique and complementary to X-FELs. Three-dimensional coherent scattering
measurements that currently take hours could be completed in a few seconds. Studies of the




evolution of non-periodic structures operating under conditions of interest for specific applica-
tions could revolutionize the way we approach materials design, synthesis, and processing,
which in turn would have far-reaching and profoundly positive effects on society.

1.2 Materials Processing and Engineered Materials

Most materials are polycrystalline and the size, structure, and interfaces between crystal-
line grains often controls material properties. A detailed understanding of polycrystalline materi-
als, and better methods of synthesis, would have far-reaching and profoundly positive effects on
society. One of the grand challenges in materials science is to explain properties of polycrystal-
line substances starting from measured properties of large perfect crystals. For instance crack
propagation, fatigue and failure in common metals used for bridges and aircraft parts are of great
interest to the engineering and industrial communities [36]. Our understanding and predictive
capabilities are limited because we lack tools that provide sufficiently detailed, 3D spatial-
ly-resolved measurements of deformation and microstructure on length scales of a typical grain.
Submicron spatial resolution of grains and their interfaces is required to provide definitive
benchmarks for theory and simulations. Given such information, scientists could link mesoscopic
structure with macroscopic properties to explain strength and failure modes of metals and ce-
ramics, ionic diffusion in fuel cell electrodes, dynamical properties of alloys, etc. As grains shrink,
the relative contribution of the surface to the overall free energy becomes increasingly important.
This is why nanocrystalline materials often have very different properties than materials of the

Figure 1.2.1: top: CDI experimental geometry and three examples of the coherent scattering patterns used to reconstruct a
real-space density map (top) of the single ZnO nanorod (see [45]) and (bottom) including three-dimensional reconstructions
of the three-dimensional strain vector (seen in the projections in bottom, b). (From [43])




same composition with micron-sized grains. Nanocrystalline materials have enormous potential
for society, but are even harder to analyze at the single crystal level. Hard X-ray beams are
among the few probes that can penetrate and measure polycrystalline grain properties within
bulk materials on appropriate length scales. It is necessary to nondestructively study crystal
morphology, orientation, strain, texture, and phase with a spatial resolution below the grain size.
Better still would be to perform these measurements in a time-resolved manner, to experiment
and study how such properties evolve in response to varying processing conditions.

Of particular interest are microstructural studies of crystal grain size and orientation, local
elastic strain, and plastic deformation using the differential aperture 3D X-ray microscopy
(DAXM) recently developed by the RIS@ group at the European Synchrotron Radiation Source
(ESRF) [37] and by the ORNL group at the Advanced Photon Source (APS) [38]. In DAXM, an
X-ray beam focused to submicron size by a pair of crossed Kirkpatrick-Baez mirrors will produce
diffraction from crystal grains along the entire path length in the sample. A series of images col-
lected as a platinum wire edge is scanned across the sample, shadowing the diffraction pattern
and thereby allowing identification of a given Bragg reflection from a diffracting grain at a partic-
ular depth. Presently at the APS a single depth scan requires about 30 minutes and collecting an
array of 80 x 80 x 80 voxels takes about 3 hours. With the ERL and appropriate detectors we
estimate that a 1000 x 1000 x 1000 voxel map could be generated in a few seconds, thereby
enabling in-situ real time experiments such as rapid annealing and plastic and elastic defor-
mation, to name a few [12]. This advance in methodology would have an enormous impact on
understanding polycrystalline materials with submicron grains.

There are fundamental materials questions as well. Since the mid-1950s researchers have
only been able to speculate on the microscopic mechanisms of the most fundamental aspects of
grain nucleation and defect formation. Annealing twins, which play a critical role in the mechan-
ical strength of FCC metals, are seen to emanate from grain boundaries during growth [39]. Yet
very little is known about the mechanisms through which they form at specific locations on grain
boundaries, even though they play a critical role in the mechanical strength of materials [40-42].

Coherent diffraction imaging (CDI) in the Bragg geometry offers a unique capability to
study the mechanisms of grain growth on the nanoscale [27,43]. The sample is coherently illu-
minated to measure small-angle scattering features about the Bragg peaks in the far-field dif-
fraction pattern (see Fig. 1.2.1). lterative phase retrieval methods are then used to generate a
model-free reconstruction of the complex transmission function of the sample. Each Bragg peak
contains a coherent diffraction pattern which can be analyzed to recover a 3D density map of the
diffracting crystal, while ignoring neighboring crystals which have different orientations [44].
Unique to Bragg CDI is an ability to study a single crystalline domain, buried in a thick polycrys-
talline sample, with nanometer spatial resolution.

Bragg CDI is extremely sensitive to strain; hence, a 3D diffraction pattern about a single
Bragg peak can be used to recover a 3D map of the strain projected onto that reciprocal lattice
vector [45]. Researchers at the APS have demonstrated the collection of CDI patterns around
multiple Bragg peaks of the same crystal, permitting the creation of a 3D map of a strain vector.
By taking advantage of the strain sensitivity and orientation selection of Bragg CDI, it should be
possible to map in 3D strain due to finite size and boundary effects in an individual grain in a
polycrystalline sample with nanometers resolution. The application of CDI is limited by the co-
herent flux that can be delivered to the sample. A 3D CDI pattern with 20 nm resolution cur-
rently takes hours to record at the APS. Given the inverse fourth power relationship between
resolution and flux, at the proposed ERL a 3D CDI pattern at *2 nm from a radiation hard mate-
rial could be recorded in a few hours, or a 20 nm resolution pattern recorded in a few seconds.
Also, CDI could be performed at considerably higher X-ray energies, where current beamlines
suffer from very short coherence lengths, allowing access to higher order Bragg peaks and in-
terrogation of thicker and denser materials, and permitting the design of experiments using di-
amond anvil cells.



1.3 Nanoscale Phase Separation in Correlated Oxides

Strongly correlated systems often feature competition between spin, charge, orbital and
lattice degrees of freedom, which can result in spontaneous emergence of nanoscale inhomo-
geneities (Fig. 1.3.1) [46-51]. Evocative examples include stripe phases and phase coexistence
observed in spin-and charge-density wave

materials, underdoped high-Tc supercon-

ductors and colossal magnetoresistive (CMR) (A) 100t
manganese oxides. Similar effects are impli- | 3311331 !
cated in the emergence of metallic domains 831 338”
during Metal-Insulator transitions. Studies of 0014004t
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to charge, spin, orbital or lattice order pa-
rameters with spatial resolution ranging from
nanometers to microns. While scanning
probe microscopy techniques can provide
resolution down to Angstrom scale, and have
proven useful in the study of nanoscale
structure, these local probes are typically lim-
ited to properties of the top-most surface
monolayer of the studied material. In addition, : ;
while bulk probes such as magnetic suscep- Figure 1.3.1: Examples of nanoscale inhomogeneities in a
tibi”ty or electrical transport measurements variety of strongly correlated systems: (A) Scanning
can couple to various order parameters, | Tunneling  Spectroscopy — of  the  inhomogeneous
these techniques cannot provide information superconducting gap distribution as well as stripe (or

bout tiallv inh t f th checkerboard)  patterns  in  under-doped  high-Tc
about spatially iInhomogeneous nature o e superconductors; (B) Phase separation in Colossal

sample, due to averaging over the macro- Magnetoresistive (CMR) Manganites; (C) Charge-Density
scopic dimensions. Wave and Spin-Density Wave (inset) domains in Chromium;

Inhomogeneous domains in correlated (D) Coexistence of Conducting and Insulating domains in
oxides (such as doped Mott insulators and VO2 at the onset of the Metal-Insulator Transition. (From

CMR manganites) are typically thought to [138])

occur when phase competition is resolved through phase separation. However, it is not yet clear
whether the domain formation, for example in CMR manganites, is always entirely due to these
intrinsic reasons, or if the crystalline imperfections such as lattice strain, defects or inhomoge-
neous distribution of dopants strongly influence formation of textured patterns. X-ray micro-
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Figure 1.3.2: Representation of Charge-, Spin-and Orbital-order parameters as satellites in reciprocal space: (A) Charge
Density Wave and Spin Density Wave in Chromium. Adopted from [9]; (B) Ferromagnetic (FM), Antiferromagnetic (AFM),
Charge-Ordered (CO) and Orbital-Ordered (OO) phases in the nearly half-doped perovskite manganites in the cubic setting.
(From [53])




diffraction is unique in providing detailed nanoscale distribution of both crystalline imperfections
(strain, defects) and the structure of charge-, orbital- or spin-ordered domains. Such studies
would provide us with invaluable insight into how competing electronic correlations emerge and
what role crystalline disorder plays in their formation.

The ways in which spin-, charge-, orbital- and lattice-order parameters can be accessed
with X-ray diffraction are shown in Fig. 1.3.2. By varying scattering geometry, one can tune to
various charge density or spin density wave satellites, as well as the Bragg peaks originating
from the crystalline lattice, allowing for independent access to relevant lattice, charge and spin
order parameters. Examples shown include elemental chromium [52] and a mixed-valence
magnetoresistive manganite [53].

The development of lens-less imaging based on phase-retrieval algorithms makes it pos-
sible to take advantage of the highly coherent X-ray beams from an ERL facility to probe spin,
charge, lattice and orbital degrees of freedom in correlated electron systems with nanome-
ter-scale resolution. These types of microscopy studies will answer many fundamental questions
about the interplay between these degrees of freedom resulting in complex competition and of-
ten coexistence between various ground states. The high coherent flux produced by an ERL will
make it possible to study the dynamics of this competition at timescales 100 to even 10,000
times faster than at current 3™ generation storage ring sources. Imaging structures will be 100
times faster, potentially making nanometer-scale resolution routinely accessible.

1.4 Structures of Biological Cells with <10 nm Resolution in 3D

Of immense value to cellular biology would be the ability to visualize sub-cellular compo-
nents (e.g. nucleus, chromosomes, Golgi apparatus), in defined functional states, with high, 3D
spatial as well as temporal resolution. This information is vital for understanding mechanisms of
cellular processes and cellular regulation, and would help develop strategies for treating disease.
Because no two biological components are exactly alike, crystallization is impractical in most
cases and some form of microscopy is required. However, existing lens-based microscopy
techniques have limited ability to image sub-cellular structures. For example, the resolution of
optical microscopy is typically poorer than 200 nm (except for new super-resolution imaging
techniques that require fluorescent dyes inside the target cells). Electron microscopy provides
excellent resolution, but normal TEM is poorly suited for thick cellular samples and requires
many sections (thinner than 50 nm) to visualize 3D structures.

Coherent X-ray Diffraction Imaging (CDI) is an emerging microscopic technique that fills
the resolution gap between optical microscopy and TEM [54]. CDl is a lens-less or X-ray focus-
ing microscopic technique that

uses the high penetrating A
power of X-rays to image bio- W
logical cells (up to 10 - 20 um ;
in size) at high resolution in
3D. CDI has the potential to
image whole cancer cells and
the structure and connectivity
of sub-cellular organelles
(Figure 1.4.1) [55]. Recently, a
resolution of 10-15 nm has v

been achieved on biological
samples [56]. For biological Figure 1.4.1: 3D visualization of the cellular organelles inside a yeast spore cell.
assemblies, the resolution of (4) 3D ren.dermg‘of the CDI reconstructed yeast spore. (scqle bar: 500 nm) (B)

. . . Zoomed view of the nucleus (orange), endoplasmic reticulum (green), and
CDl is UItImately limited by ra- mitochondria (blue) (scale bar: 200 nm). Inset shows the nucleolus, in orange.
diation damage [57]. Using | (From [55])
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cryopreservation technologies [58-60], the radiation damage can be mitigated, and a 3D resolu-
tion of 5 - 10 nm (or possibly better) might be achieved with the small, bright ERL source. Alt-
hough CDI has shown potential as a powerful and rapidly developing technique, further devel-
opment and application has been limited by the availability of intense coherent X-ray sources.

Once routinely available, CDI of biological specimens will have broad impact on medical
and biological sciences. For example, CDI in combination with scanning X-ray fluorescence can
obtain accurate descriptions of elemental distributions (such as Si, P, Ca, Fe, Cu, Zn) within
whole cells [61]. This information can provide clues regarding how trace elements act as car-
cinogens at the cellular level. The information will also propel our understanding of interactions
between cells, such as the competition between hosts and pathogens for critical trace elements.
In contrast to electron microscopy and optical fluorescence microscopy, microscopy using highly
penetrating X-rays can measure trace elements in whole, unsectioned biological samples, with
no need for staining.

1.5 Determine 3D Nanomorphology for Improving Organic Solar Cells

Solution-processed organic solar cells are attractive as low-cost photovoltaic technology
[62]. They can be spin-coated or printed like a newspaper, or ink-jet coated onto flexible sub-
strates of plastic or glass. Currently, the most studied solar cell designs are based on bulk het-
erojunction (BHJ) structures (see Fig. 1.5.1), in which organic electron donor and electron ac-
ceptor materials form a complex structure with the goal of optimizing photon absorption, exciton
separation and charge transport [63,64].

Commonly discussed is an ideal morphology whereby interconnected, pure phases with
domain size of order of the exciton diffusion length (* 10 nm) optimize exciton dissociation, and a
film thickness of 100 to 200 nm optimizes photon absorption. The complexity of real organic BHJ
devices is only partially captured in Fig. 1.5.1. In fact, recent work on miscibility has shown that
depicting a BHJ device as a two phase morphology is simplistic [65-67], and a more complex
morphology of at least three phases including a mixed phase might have to be considered. Many
reports claim control of the nanomorphology [68,69] despite the fact that our ability to charac-
terize film nanomorphology is limited. In order to establish full control over nanomorphology, one
needs to not only control the average domain size, but also the domain size distribution, domain
purity and domain interface widths.
Given the heuristic fashion in which
phase separation is manipulated, ‘{
namely by varying blend ratio |
[70,71], molecular weight [72], sol- ’
vent choice [73], solution concen-
tration [74], film drying time [75],
co-solvent/processing aids [76,77],
or annealing [78], such full control of
nanomorphology should not nec-
essarily be expected.

The goal of controlling the
nano.morphology of organic photo- Figure 1.5.1: Visible light enters a solar cell through a transparent upper
voltaic blends depends therefore | ciectrode and is absorbed in the thin organic structure placed between
not onIy on developing new pro- upper and lower (metal) electrodes. The materials and structure of the
cessing approaches, but also upon interdigitated materials determines the efficiency of the solar cell
the ability to characterize structures. | Peration. (Courtesy of Harald Ade)

Characterization of the three-dimensional structure of organic blends with 10 nm resolution thus
poses a key technical challenge. Most conventional, high-resolution techniques such as hard
X-ray scattering [79] and transmission electron microscopy (TEM) [80] rely on differences in
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electron density for contrast in organic materials. This approach has been successful for the
study of polymer/fullerene blends, which have sufficient electron density difference. Recent
electron tomography measurements have revealed 3D structure in unprecedented detail [81].
However the chemical selectivity of these techniques is limited, and information regarding do-
main purity cannot be accessed [81]. Furthermore, there is little electron density contrast for
polymer/polymer blends, limiting the use of conventional tools for these materials. A new suite of
analysis tools such as resonant ptychography or holography with compositional sensitivity are
required [24,82,83]. These forms of coherent imaging require bright sources and would be
methods ideally matched to ERL.

An ERL source will have great impact on studies of organic materials systems and chem-
ical synthesis and new systems relevant to organic devices under developed by chemists. We
are still in the very early stages of the possibilities and opportunities that organic devices offer
[84] and a large and growing community is researching these possibilities. For each of these
novel materials systems, the miscibility, morphology and domain purity, connectivity of domains,
crystallinity, and interface properties need to be measured in order to understand device per-
formance deeply and rationally seek processing and materials improvements. Advanced imaging
tools of the future require a high-repetition-rate ultra-high brightness source of coherent soft
X-rays that ERLs provide.

Workshop 2: Biomolecular Structure from Nanocrystals and
Diffuse Scattering

2.1 Introduction

Open any modern molecular biology textbook and invariably a significant fraction of the
figures will have been directly dependent on crystallography. Aside from genetic engineering,
nothing has impacted the biosciences more than the ability to obtain structural information on
large biomolecules by synchrotron X-ray crystallography. Clearly, the technical challenges of
standard protein crystallography have largely been overcome, and the static structures of pro-
teins that yield reasonable sized (~30 um or larger) crystals and diffract well can usually be
solved. Two main challenges in structural biology are looming. First, many important systems in
the cell - membrane proteins, large complexes, and labile systems with flexible components — do
not readily crystallize. How are structures to be obtained from these species? Second, cellular
biomolecular machinery is not static: movement is needed for biomolecules to function. How can
we come to understand the structural dynamics of molecular systems as they respond to
changes in environmental conditions, binding of substrates, signal transduction across mem-
branes, active site reconfiguration during enzyme catalysis, etc.? Progress on these challenges
would have enormous impact on all the biomolecular sciences. It is not an exaggeration to pre-
dict that if these two challenges could be solved, the impact on the biomolecular sciences would
be every bit as great as the genetic and biostructural revolution of the past 30 years.

The second XDL2011 workshop explored how ultra-bright X-ray sources could help ad-
dress these two challenges. Note that this workshop was specifically focused on macromolecular
structure and dynamics. Biology is a very broad field, and biostructural questions are hardly lim-
ited to molecular length scales. For example, much of biology is concerned with the structure,
organization and dynamics of cellular organelles, or the hierarchical manner in which biomateri-
als are organized to make up bone, teeth, shell, skin, etc. These larger scale structural and dy-
namical questions were addressed in other XDL2011 workshops (see section 1.4).
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2.2 Nano-crystallography

Many macromolecular systems that do not readily form large crystals might still yield
nanocrystals. Every protein crystallization experiment is actually a nonequilibrium experiment
involving two sequential steps: first, homogenous nucleation conditions must be created to in-
duce nanocrystals to form, and then conditions must change to induce a few of the crystals to
grow to a size suitable for X-ray analysis [85]. Evidence is accumulating that the first step may be
much easier than the second: eight years of experience at the Hauptmann-Woodward
high-throughput screening laboratory (HTS) are archived via images of more than 16 million mi-
croliter-scale crystallization trials comprising almost 11 thousand proteins. Visual analysis of the
archived data show that precipitates obtained in apparently unsuccessful protein crystallization
experiments are, more often than not, microcrystalline or contain microcrystalline components.
Kim and Gillilan at CHESS have quantified this (through a collaborative effort) analyzing crystal
size distributions for images of 68 of these proteins associated with the Northeast Structural
Genomics Consortium. They studied 104,448 of the HTS laboratory images (Fig. 2.2.1) and
found that tiny visible crystals occurred approximately 50% of the time.

These optical observations have been complemented by X-ray powder diffraction obser-
vations by Robert Von Dreele (APS). Protein
patterns were recorded from HTS laboratory
crystallization precipitates in which it was not
possible to distinguish any vertex-edge-face mi-
crocrystal morphology by light microscopy. These
crystals are in the sub-micron to micron size
range, and we refer to them as nanocrystals in
the present context. These nanocrystals occur
very commonly. Fromme and Spence [86] have
argued that even in the case of membrane pro-
teins, for which relatively few crystal structures
have been solved, nanocrystals occur relatively
commonly in 30% of their trials. It has also been
noted that crystalline inclusion bodies form nat-
urally in many cells and can be induced under et e ———
appropriate conditions [87]. Von Dreele [88] =
noted that protein powders consisting of very
small crystals exhibit Bragg diffraction lines that
are instrumentally limited, suggesting that the | Figure 2.2.1: Well containing small crystals, from the
constituent crystals are nearly perfect. Taken | survey of HIS images [S. Kim and R. Gillilan, private
together, these observations suggest that the | communication/.
ability to obtain structure from nanocrystals would in many cases overcome the need for large
crystals that presently is the primary bottleneck in the determination many protein structures.

XDL2011 participants generally agreed that it is (or will be) technologically feasible to ob-
tain and handle nanocrystals, and ultimately acquire complete data sets using a large number of
nanocrystals. Many questions pertaining to structure from tiny crystals were considered: how
difficult is it to grow nanocrystals of membrane proteins and complexes? Are nanocrystals
generally more perfect than larger crystals? What are the implications of the larger surface to
volume ratio of tiny crystals? How does the time-dependent radiation damage component of
room temperature crystals scale with dose rate? What are the best procedures to handle
nanocrystals and to acquire and analyze diffraction data? In each of these cases, workshop
speakers suggested possible approaches to answer the questions, so as to obtain macromo-
lecular structure from nanocrystals. The single most important X-ray source requirement identi-
fied is the need to go beyond storage ring sources to achieve more intense, low-divergence mi-

Exit.
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crobeams for nano-crystallographic experiments. Since the intensity of such beams is directly
dependent upon the spectral brightness, it became clear that rapid progress will require sources
with greatly enhanced brightness capabilities. It also emerged that while brighter sources are
necessary, they are not sufficient: there must also be a large number of technical developments
that would enable effective utilization of the microbeams, including: X-ray optics, methods to
produce and assay microcrystals, methods to introduce and manipulate microcrystals in the
X-ray beam, better detectors, and new methods of data analysis (especially with low count per
pixel, Poisson noise limited data).

Protein nano-crystallography with an ERL complements methods being developed at
X-FELs, yet differs in distinctive ways. In round numbers, it typically takes on the order of 10"
diffracted X-rays to produce a high resolution atomic structure of a typical modest molecular
weight protein. Radiation damage limits the number of X-rays that can be tolerated, and hence
the structural information that can be obtained from a protein crystal. X-FELs take advantage of
the fact that X-rays are diffracted from a nanocrystal before the crystal is destroyed by massive
photoelectron ejection and the subsequent Coulomb explosion. However, the number of X-rays
per pulse is limited, and most X-rays are not absorbed by the nanocrystal; thus, many pulses,
and many nanocrystals are required. For example, Boutet et al. [89] used the LCLS to solve the
structure of hen egg white lysozyme, a modest-sized protein that crystallizes with a unit cell of
79A x 79A x 38A, to a resolution of 1.9A. The crystals were typically 3 pm?® in volume. Over 10°
images were required. If these were acquired continuously at the maximum 120 Hz repetition
rate of the LCLS this would take ~10* seconds, or several hours of data collection. This time will
certainly decrease as the experiment improves.

The experiment at an ERL would need to be performed by rapidly shuttling crystals into the
intense ERL beams for a time (<1 ms) before the room temperature crystals were radiation
damaged. However, in principle, many crystals can be examined per second. Depending on the
assumptions of how the experiment would be done - which is the subject of current research -
one calculates data collection times that range from minutes to a few hours.

The important conclusion was that for both the ERL and X-FEL experiments, data collec-
tion times are small relative to the time it would take to prepare samples. Moreover, an ERL can
have many ports operating simultaneously. The end result in both cases is that the crystallization
bottleneck will move from the preparation of large crystals to the preparation of nanocrystals,
assuming the availability of an adequate number of ERL and/or X-FEL experimental stations
devoted to this type of experiment.

2.3 New Opportunities in Time-resolved Solution Scattering

The popularity of biological X-ray solution scattering has grown dramatically in recent years
due to a confluence of algorithm advances, availability of synchrotron sources, and changing
needs of researchers in molecular biology [90]. Continuing advances in computation have
pushed solution scattering far beyond the basic structural parameters and model testing once
associated with the method. As such, the method now plays an important complementary role in
molecular and structural biology [91]. Compared to crystallography, solution scattering is a
low-resolution technique, but advances in algorithms have demonstrated that scattering profiles
contain far more detailed information than previously thought. In addition to answering questions
about the basic size, shape, and oligomeric state in solution, the method also yields information
about flexibility, unfolding, and interparticle interactions. It can help distinguish between com-
peting structural models. It has been combined with NMR data and atomistic simulations, and
used to determine spatial distributions of domains with flexible linkers. Novel uses for the data
are appearing regularly in the literature.

Solution scattering data can be collected from a wide range of physiological solution con-
ditions without the need for crystals. In addition to projects such as structural genomics, which
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naturally generate large numbers of samples, routine solution scattering requires multiple dilu-
tions of every sample to control for interparticle interference and possible concentration effects.
Further, variations in buffer composition, pH, ionic strength, and other additives are of increasing
interest as molecular biologists seek to understand the behavior of molecular assemblies in the
cellular milieu.

The structural biology community is increasingly shifting emphasis from single proteins
towards large multi-component complexes, such as cell surface receptors, molecules with in-
trinsic disorder, transient conformational intermediates, domains with flexible linkers, and other
challenging systems that are often beyond the reach of current crystallographic methods. Solu-
tion scattering plays a unique role in
biology quite different from that of R ..o
crystallography. Questions about RNA
monodispersity, oligomeric state,
and folding are of vital interest dur-
ing the early stages of sample isola-
tion and purification. Because of its !:‘j;;:r
inherently lower information content, ;
solution scattering must be used in Denatured RNA
conjunction with other complemen-
tary biophysical techniques (such as Buffer
multi-angle or dynamic light scat- DI .
tering, size-exclusion and gel L )

chromatography, sedimentation ve-

X-ray beam

Buffer
containing

locity/equilibrium, circular dichroism, ek I
mass spectrometry etc.), but it ap- defined by
plies to a very wide range of physi- PDMS layer {
ological conditions. Chuincial
Solution scattering is increas- defined by =
ingly yielding information about la- EHcan ey
bile, transient species and R—
time-dependent phenomena. The defined by —— i 50 um
time resolution of a time resolved PDMS layer {

solution scattering experiment has

0 Intrinsic and extrinsic compo- ig 2.3.1: amellar micromixer (top) relies on the rapid diffusiona
both intrinsi d extrinsi p Fig 2.3.1: A lamell (top) rel he rapid d !
nents. The intrinsic part is simply the equilibrium between a jet sheet of sample solution, in this cas RNA, and

ti it tak th | | the surrounding buffer solutions. The equilibrium time goes as the square
Ime 1t takes € macromolecular | ., of the sheet thickness and can be in the microsecond regime for

system to execute a structu ral micron widths. The vertical sheet thickness provides substantial length of
change, once excited by some sample. High X-ray brilliance is required to measure scattering from the
change in an environmental varia- micron-wide beams along the vertical sheet thickness. (From [97])
ble, such as solution chemistry,
temperature, pressure, or light activation. The extrinsic time resolution is set both by the time it
takes to initiate the change for a majority of the specimen and, once initiated, the time needed to
acquire the relevant X-ray scattering data. The goal of all time resolved solution scattering ex-
periments is for the time-resolution to be limited by the intrinsic, rather than the extrinsic factors.
Many vitally important processes involve changes of macromolecular structure in solution.
Changes in solution pH, solvent or ionic environment cause proteins and nucleic acids to fold
and unfold, polymers to collapse or disperse, cell cytoskeletal proteins to assemble or disas-
semble, multimers to come apart or aggregate, macromolecules to adsorb or desorb from sur-
faces, motor proteins to change the way they “walk” along tubulin fibers, etc. Understanding
these processes experimentally requires a means for rapidly changing solution conditions and a
method to probe the subsequent structural alterations. Conventional X-ray methods using
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stop-flow mixers are limited to changes on millisecond time scales, and even then are feasible
only if adequate quantities of solution are available [92]. These limitations exclude the vast ma-
jority of macromolecular systems of interest.

The invention of the lamellar flow X-ray micromixer [93,94] allows solution conditions to be
changed on microsecond time scales (Fig. 2.3.1). These mixers take advantage of the fact that
diffusional equilibrium occurs on microsecond time-scales for adjacent lamellar flows that are
submicron in thickness, and require relatively low-volume, micron-wide streams that conserve
scarce chemicals. Lamellar micromixers have been applied to understand protein [94,95] and
nucleic acid folding [96,97] using small-angle X-ray scattering (SAXS).
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Figure 2.3.2. (A) Time-resolved SAXS/WAXS experiment showing photodissociation of carbon monoxide bound to myoglobin
(Mb.CO). A current state-of-the-art 3" generation synchrotron source (APS) has allowed researchers to follow the evolution
of states (B) down to a time resolution of 100 ps. Analysis of the scattering profiles shows the time-evolution of populations of
intermediate states and vields valuable structural parameters for putative models (C). (From [98])

Solution SAXS is inherently weak and signal strength is exacerbated by specimen dilution
and very small diffracting volumes inside the mixer’s central lamellar stream. Experimental sig-
nal-to-noise is ultimately set by the strength of scatter from the macromolecule solution relative
to that from illuminated side-streams. This necessitates probe beams that are both intense and
of submicron size to interrogate the central stream with minimal inclusion of side-streams. Mi-
cromixer experiments are presently limited by source brightness to millisecond or greater time
resolution at even the most intense X-ray sources. The extremely intense ERL beams will open a
new frontier in studies on protein molecule dynamics not presently accessible, enabling micro-
mixer experiments at microsecond timescales, higher spatial resolution, or using more weakly
scattering systems, and providing higher spatial resolution.

Time-resolved studies using optical excitation have reached far shorter time resolutions
[98] (see Fig. 2.3.2), but the minimum time resolution achievable using X-rays from storage rings
is limited by the X-ray pulse width to = 100 ps. ERLs improve the time resolution of SAXS/WAXS
to = 100 fs, orders of magnitude better than with present day storage rings.

Solution wide angle X-ray scattering (WAXS) studies can be used to test detailed molec-
ular models of proteins and complexes; to characterize their structural ensembles; to study re-
action intermediates; and to locate individual atoms within proteins or complexes. These studies
invariably require the measurement of very small difference intensities; comparison of multiple
patterns — potentially hundreds — collected sequentially; and multiple exposures of individual
samples. These requirements will demand an X-ray source of superb stability and high intensity
utilizing X-ray optics that give rise to very low background scattering. Experiments that currently
require heroic effort at a storage ring can be made routine once ultra-stable, high brilliance
sources are available.
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An ERL also has unique advantages for anomalous solution scattering. Anomalous scat-
tering from protein solutions uses the resonant scattering from specific atoms. It can be used to
determine the distance an anomalously scattering atom is from the center of mass of a protein;
and, in principle, the distance between different anomalously scattering atoms. Use of naturally
occurring metals such as sulfur and iron as well as introduced labels such as selenium will make
it possible to address numerous biological problems. This type of experiment requires broad
energy tunability of the source. Experience has shown that these experiments stretch the capa-
bilities of third generation sources. The experiments are not possible at a X-FEL since precise
control of the X-ray energy and intensity is required. An ultra-stable ERL would be an excellent
source for these experiments.

Workshop participants discussed other ways in which an ultra-bright source would facilitate
study of solutions of biomacromolecules. For example, solution SAXS and WAXS suffer from
radiation damage exacerbated by the chemically reactive free radicals induced by the X-rays.
This requires the frequent introduction of fresh specimen solution into the beam, thereby limiting
experiments in cases where only small amounts of sample material are available. Dmitri Svergun
noted that even in the absence of substantial cryoprotectants, solutions can be cryocooled into
the glassy state if the temperature drop is very fast, on the order of 10° K/s. This can be done
with very thin (micron) size samples. Once cryocooled, the radiation damage resistance rises by
orders of magnitude. Solution scattering from these very thin samples requires an ultra-bright
source to produce the very thin beams needed to obtain data at reasonable rates.

Workshop 3: Ultrafast Science with Tickle and Probe

If you don’t understand function, study structure. Francis Crick [99]

3.1 Introduction

Over the past 100 years, X-rays have played a critical role in developing a large fraction of
our fundamental understanding of the atomic-scale structure of matter. Yet, from a biological or
technological perspective, understanding function is the goal. Therefore, the next step is devel-
oping an atomic-scale understanding of function. Function is a sequence of events in time
characterized by structural modifications. Thus, perhaps Crick should have said, “If you want to
understand function, study time-dependent structures.”

Deciding exactly how to study time-dependent structures is a subtle question. For
non-equilibrium systems, the assumption of ergodicity is not true; time averages and ensemble
averages are not equivalent. Even for ergodic systems, time-averaged quantities can behave
differently from their ensemble-averaged counterparts, irrespective of how long the measure-
ment time becomes [100]. Single molecule-tracking experiments, which follow the behavior of a
single molecule in time, obtain different values than experiments that measure the ensemble
average.

The pump/probe technique is a common method for performing time-resolved experi-
ments. An ultra-fast optical pump pulse initiates evolution in the system, and some time later a
probe pulse characterizes the sample. Repeating the measurement many times at many differ-
ent time delays records the time sequence. In a conventional pump-probe experiment, pumping
the system as hard as possible drives the largest possible fraction of the sample into the excited
state. In this limit, utilizing the most powerful probe pulse possible maximizes the signal. How-
ever, this technique is not universally applicable nor always desired. Some systems saturate,
bleach, or have some type of feedback mechanism that limits the response to the pump. For
example, optical pumping of charge-density wave systems creates amplitude excitations that
destroy the charge-density wave state — pumping too hard “bleaches” the system. Photosyn-
thetic systems have a feedback mechanism that limits the absorption of light. In other cases, the
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probe pulse alters the system. The “diffract and destroy” technique for crystallography using
nanoparticles recently developed at the LCLS is one example.

At the other limit, an experimenter needs to measure lowest lying excited states —
elementary excitations. What, for example, is the structure of the lowest lying electronic or vibra-

tional excitation?
needs to be non-perturbative. Hence, we
get the notion of first “tickling” and then
probing the system.

The nature of the X-ray pulse train
from an ERL is complimentary to that of
an X-FEL. An X-FEL produces very in-
tense pulses at low repetition rates
(100Hz @ LCLS); the ERL will produce
small pulses at very high repetition rates
(1.3 GHz); however, the time-averaged
flux of these two sources is the same.
High repetition-rate pump-probe experi-
ments on atomic length- and time-scales
take place in a largely unexplored regime
of experimental phase space. Clearly, due
to the low signal/X-ray pulse, ERL ex-
periments will require signal averaging
over many pulses. On the other hand,
ERL pulses will not damage many sam-
ples. Since samples must relax between
pump pulses, experimenters may be able
to utilize several ERL pulses per pump

In this case, the pump needs to be as delicate as possible and the probe

Figure 3.2.1: (left): [(bpy), Ru"(tpphz) Co™(bpy),]°*  (bpy=2,2
—bipyridine, tpphz-tetrapyrido [3,2-a:2°3’-c:3”, 27-h::2"",3"" j]
phenazine), and the photocatalytic process to be studied. This
molecule may serve as a template for TR structural dynamics in
general: XAS can be used to determine oxidation states (or shifts
thereof), XES can reliably determine the spin state and X-ray
diffuse scattering (XRD) can deliver information about the
environmental dynamics (e.g., internal vibrational relaxation IVR,
and cage reorientations). This example demonstrates the need for
simultaneous complementary structural tools. (From [104])

pulse. Weak optical pumps (e.g., Ti:Al,O;
laser running at >800MHz), nanofabricated (e.g. stripline) excitation/sample cells, and ultrafast
THz pulses are possible ultra-fast pumps.

Spectroscopic studies, especially time-resolved spectroscopic studies, are ideally matched
to the ERL. X-ray Absorption (e.g., tr-EXAFS — local structure around specified element,
tr-XANES - valence electronic structure) and Emission (tr-XES) spectroscopies require very
stable X-ray beams. These spectroscopic techniques can be combined with time-resolved (dif-
fuse) scattering to obtain local structure and are particularly powerful for systems with intrinsically
low crystallographic resolution.

3.2 Dynamic Studies in Photochemistry

Understanding ultrafast elementary mechanisms of charge transfer and spin-switching of
molecules is a lasting problem, the subject of many efforts in the last decades, both theoretically
and experimentally [101-103]. Many details of such processes have been brought to light with
ultrafast laser spectroscopies; however, just understanding which intermediates are accessed in
the first few tens to hundreds of femtoseconds following photo-excitation remains an elusive
component of a complete description. This emphasizes the need to understand fundamental
chemical physics phenomena, including the elementary steps of photochemical reactivity. Un-
derstanding these phenomena should have direct influence on chemical applications, including
improved dye-sensitized solar cells and photo-catalytic activity. Understanding the origin of these
different dynamics has the potential to positively impact the future development of functional
materials.
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Understanding the function of a photocatalytic system is a difficult task, since it involves a
complex combination of changes of electronic and geometrical structure. The previously studied
entangled dynamic processes in [Fe(bpy)s]** is a central theme for various transition metal com-
plexes with photophysical or catalytic functionality, and emphasizes that the overall efficiency is
determined on ultrafast time scales. Time-resolved X-ray spectroscopy and scattering have the
potential to provide both local and global structural dynamics information down to the molecular
time scale of femtoseconds.

Recently, researchers have taken the first steps towards structural dynamics studies of a
multichromophoric Ru-Co transition metal complex with its potential for catalytic functions. The
transient XAS after 400 ps on the Ru-Co polypyridyl complex (Fig. 3.2.1) reveals the (final)
structural changes around the central Co atom [104]. Light absorption by the Ru-moiety results in
i) ultrafast electron ejection from the Ru-center followed by ii) intramolecular vibrational relaxation
(IVR) processes, which may prove responsible for the observed efficiency for iii) charge transfer
to the Co ion, which leads to a iii) spin conversion of the Co moiety (to above 80 %). Combining
XES and XRS with fs time resolution has the potential to deliver a quasi-motion-movie of the
entire process involving nuclear and electronic rearrangements. With fs-XES, one can monitor the
charge arrival to Co and the spin conversion therein. fs-XRS will reveal the overall the molecular
structural dynamics between the sandwiched Ru and Co centers, and may prove its capability to
observe ligand structural changes as well.

The combination of ultrafast XAS and XRS on transition metal complexes with realistic
photochemistry is the first important and necessary step towards the study of fully catalytic
complexes. Light absorption in fully functional systems will trigger a complex sequence of elec-
tronic structural changes and changes of molecular structure, the latter involving both the catalyst
itself, as well as caging solvent molecules (e.g. water), which are believed to take part in the
catalytic event. The aforementioned combination of XES (spin state) and XRS (geometric
structure) will allow researchers to distinguish the various processes and relate them to the
overall catalytic reaction and function of the catalyst.

Pump-probe spectroscopies

at pulsed X-ray sources have o

commenced at 1 kHz repetition T 107

rates. This repetition rate was >

mainly chosen due to the 10'*-10" &> 10"

photons per pulse available (ca. 0.1 =

— 1 mJ pulse energy); typical SR 8 10"°

beamlines have on the order of 2

1-300 micron X-ray spot sizes, -g 10"

which combined with typical sample <

thicknesses (0.1 mm) and concen- 9; 10°

trations (0.01 - 0.1 M), have roughly o

the same number of chromophores 'g 10°

in the X-ray (probe) beam as laser p= . o _
photons available for pumping. With

the advent of intense fiber-based 0.1 1 10 100 1000
laser systems with 1-10 pJ pulse Aqueous Sample Concentation / mM
energy in the visible domain, and all i 322 il i . ) c

this at 0.1-10 MHz repetition rate, Cl}iz;emnb;’e;“l]e’;asz ility of solution phase experiments. (Courtesy
there is currently a switch going on

towards these systems. MHz repetition rates combined with X-ray spot sizes on the order of 10
pMm would allow moving every illuminated spot out of the X-ray beam for each shot (with jet
speeds on the order of 50 — 100 m/s, which is feasible today). Therefore, such studies can take
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advantage of the much larger X-ray repetition rates at an ERL. Such studies can be quite flux
demanding (Fig. 3.2.2).

3.3 Ferroelectric Switching and Superionic Conductivity with
All-Optical Control

ERLs offer exciting opportunities for understanding both reversible and metastable dy-
namical processes in solid state systems, as well as the promise of mapping the boundary be-
tween the two. Key to this is developing means of driving repetitive dynamics along well-defined
atomic-scale degrees of freedom.

As an example, in order to understand speed limits on ferroelectric/multiferroic switching
(important for next generation information storage applications) one would like to be able to
resonantly drive the soft modes which underlie ferroelectricity, by applying quasi-half-cycle pulses
in all-optical geometries. A recent theoretical paper suggests that efficient ferroelectric switching
can be obtained by coherent synchronization of shaped THz pulses with the anharmonic oscilla-
tions of the soft modes [105]. This paper also explored bypassing an energy surface barrier
between up and down domains by clever manipulation of the polarization of the THz pulse with
respect to the polarization of the film, leading to ferroelectric polarization reversal using less total
power (Fig. 3.3.1). The high rep-rate of the ERL may enable the generation of this THz sequence
directly from the electron beam,
which would enable
phase-synchronous pump pulses
without timing jitter. In this experi-
ment one would like to simultane-
ously apply X-ray scattering tech-
niques looking at both Bragg peaks
as well as diffuse scattering in order
to visualize the atomic-scale re-
sponse.

Another application involves
the intrinsic dynamics associated
with superionic materials (such as
solid-state electrochemical cells),
which are important for next genera- Figur.e 3..3.1.' Tsz mdi;ttion can provideb coi.zere[:tt optical co;erl of
thn e.nergy capture and storage ?p_ f;;zz;z}?}’oozit([)m);?jzsst e energy surface barrier between up and down
plications. These compounds, which
exhibit ionic conductivities of order 1 Q"' cm™, incorporate one ionic species which moves with
liquid-like diffusivity through an otherwise fixed crystalline lattice [81]. One would like to under-
stand the response of the lattice to motion of an ion, but this requires the ability to push anionina
well-defined direction before coupling to atomic-scale X-ray diffraction probes. Once again, this
can be enabled through THz excitation resonant with the ionic plasmon mode of the superionic
state. This work could potentially have a large impact on the development of and understanding of
the factors limiting the performance of electrochemical devices.

A central goal of the work described above is the demonstrated control of atomic-scale
electric functionality - whether by switching and enhancing polarization density or by accurately
driving conducting ions - in electrode-less geometries and on “ultrafast” time scales. The com-
bination of high repetition rate mild pumping (tickling), with strictly zero timing jitter makes the ERL
an ideal source for these studies. One expects flux increases of 10* relative to existing
state-of-the-art slicing and low-alpha sources.
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3.4 Time and Momentum Domain Inelastic Scattering from Phonons
Time and momentum resolved inelastic scattering from phonons is particularly well suited

for studying phonon dynamics: e.g. pho-
non-phonon and electron-phonon coupling. One
motivation is to improve efficiency of photovolta-
ics. Many of these devices are limited by energy
loss from the photo-excited electrons to phonons.
High efficiency devices would be optimized so
most of the absorbed photon energy, in excess of
the band-gap, would not be lost to lattice heating.
These measurements can be performed at
high-repetition-rate with the femtosecond hard
X-ray pulses available from an ERL.

The technique would be uniquely suited for
studying electronic and vibrational dynamics with
atomic-scale temporal and spatial resolution. In
this experiment, an optical laser “pump” pulse is
used to excite the sample repetitively, a variable
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Figure 3.4.1: Time resolved difference in diffuse
scattering, 100 and 400 psec after pulsed laser
excitation of InP. The method is a momentum and
time-resolved  spectroscopy of deviations  from
equilibrium lattice structure, resulting from complex
dynamics of phonon populations mediated by
electron-phonon and anharmonic coupling between
phonon modes. (From [106])

time-delayed hard X-ray “probe” pulse is used to
scatter from the excited volume, and the time-resolved diffuse scattering is captured on an area
detector. Time resolution comes from a combination of factors: the laser and X-ray pulse length,
and time between X-ray pulses. To first order, time-dependent changes in the intensity of a given
pixel reflect changes in the population of phonons of a particular momentum transfer (q). This
would allow one to follow the nonequilibrium phonon population from the initial emission from hot
electrons through subsequent anharmonic decay until the lattice thermalizes.

Recent demonstration experiments at a 3™ generation source on photoexcited InP show
that the phonon population remains out of equilibrium for hundreds of picoseconds up to nano-
seconds (Fig. 3.4.1) [106]. These early experiments have required high optical driving power to
massively populate the phonons and the critical early time regime (the first 100 psec. after exci-
tation) was completely inaccessible. The ERL would overcome these limitations by providing
both short pulses and the required flux.

Nurninatzd ares

Fig.3.5.1: The first reported observation of long-range transport of excitation energy in a molecular nanoarray constructed
from LH?2 antenna complexes from Rhodobacter sphaeroides. (From [107])
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3.5 Tracking Energy Flow in Light-Harvesting Antenna-Proteins

Biomimetic research attempts to copy or incorporate biological processes or components
into engineered materials, processes, and devices. For example, light-harvesting anten-
na-proteins collect solar energy and efficiently transport the resulting electron-hole pairs to pho-
tosynthetic reaction centers where chemistry occurs. The ability of light harvesting molecules to
efficiently guide energy makes them intriguing candidates in nanofabricated photonic devices.

In individual proteins, such electronic excitations can travel up to 50 nm and are thought to
last hundreds of picoseconds. Figure 3.5.1 illustrates a
nanofabricated array of antenna-proteins used in the first
direct observations of long-range energy migration in bi- S v
oengineered, closely packed arrays of LH2 antenna
complexes [107]. The experiment showed evidence of
excitonic transport of microns, a distance much larger ,\E.\__f
than is required in the parent bacterial system. : 2" g

The spatial extent of transport was determined by X-ray In
an analysis of the fluorescence emission areas in com-
parison with the excitation area of a laser beam. These
results demonstrate the potential of using natural anten-
nas from photosynthetic organisms in hybrid systems for
long-range energy propagation. In a wider context, such
bioengineering may have a profound impact on strategies
to harvest and transport solar energy in devices for sus-
tainable energy production.

The temporal and spatial mapping of charge migration and protein solvation could be re-
solved on the psec. and 10nm scales using either X-ray Emission Spectroscopy (XES) or Res-
onant Inelastic X-ray Scattering (RIXS) following an optical excitation. RIXS offers combined
sensitivity to unoccupied and occupied electronic structure, so it can distinguish protein response
to electron transfer. A mechanism illustrating how RIXS can be sensitive to direct optical excita-
tion is shown schematically in Figure 3.5.2 where laser excitation changes the relative population
of valence and conduction bands in a sample. Measurements of this type, requiring X-ray energy
tunability, few nm spot size, and high repetition sub-psec. pulses will be enabled by the ultra-high
brightness of ERL sources.

Optical Pump -

X-ray Out

} Core Levels

Figure 3.5.2:  Resonant coupling of core
levels to the valence and conduction band
levels can be altered by an optical pulse that
controls the relative occupancy.

H

3.6 Towards Fourier-limited X-ray Science

X-ray sources did not change much between Roentgen’s discovery and the 1st synchro-
tron sources of the 1970’s. These new sources, and the science they enable, have evolved at a

phenomenal rate, and now we are on the threshold
of a new generation of Linac-based, diffrac-
tion-limited light sources, the ERLs and X-FELs.
[Diffraction limited implies the product of the X-ray
beam physical and angular size is limited (only) by
the uncertainty principle.] As amazing as this is,
one consequence is that ERLs offer the oppor-
tunity for an ultimate light source; not only dif-
fraction limited, but also Fourier transform lim-
ited. [A Fourier transform (FT-) limited source can
perform at the limit set by an uncertainty principle
governing the product of the energy bandwidth and
pulse width.] These concepts are schematically
illustrated in terms of the evolution of synchrotron
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Figure 3.6.1: Linac based sources (SASE-X-FEL
and ERL) achieve the diffraction limit but X-FELO or
seeded X-FEL sources will be required to achieve the
Fourier transform limit. (Courtesy Shin-ichi Adachi)




sources in Figure 3.6.1.

FT-limited sources will generate diffraction-limited beams with 10° X-ray photons/pulse
within an energy bandwidth of 10°, at repetition rates up to 1MHz. These beams are ideally
suited for studying thermal energy (1meV) excitations that govern most transport properties in
solids, as well as technologically important phenomena like superconductivity. For the first time

X-ray sources would
g T
e’ 3

have all the properties undulator e
!
X-rays
n /@ ™~H H+"g\"q

one expects from a
laser, and this open
up new fields of scien-
tific study. For exam- 7
ple: the realm of
non-linear X-ray opti- v &
cal processes, the use
of multi-photon corre-

lation techniques ap-
plied to electronic BW — — %C
states and wave
packets, and exten-
_Slon of transient gra_t- Figure 3.6.2:  Tunable X-FELO geometry. (From [108])
ing methods to atomic
length-scale. This could allow us to apply the powerful X-ray standing wave method to
non-crystalline materials.

This new FT-limited, ERL-driven light source is called an X-ray Free-electron Laser Oscil-
lator (X-FEL-O) [22]. It is based around an energy tunable X-ray optical cavity built of highly

perfect diamond crystal plates [108]. The concept is illustrated in Figure 3.6.2.

n

Workshop 4: High Pressure Science at the Edge of Feasibility

4.1 Introduction

High pressure (HP) studies are a true frontier of condensed matter physics, chemistry,
materials, and Earth and planetary science, for exploring physical properties that include phonon,
electron and atomic structures, as well as chemical properties such as inter-atomic forces,
bonding, reactivity and kinetics. Changes in pressure and temperature cause materials to cross
barriers; for example, between insulator-conductor-superconductor, molecular and extended
frameworks, and from inert species to vigorously reactive compounds. Along with theory and
computation, HP experiments provide insights for understanding the physical and chemical
properties of materials as well as their mechanisms of formation.

Third generation light sources have enabled cutting-edge spectroscopy and diffraction
studies of materials under compression, but extreme condition studies are almost always photon
starved, so many regimes and questions remain unexplored over a wide range of pressures,
temperatures, and time scales. For example, static compression studies, even on strong scat-
tering heavy materials, are limited to maximum a pressure of 300 GPa, and for low-Z systems
the maximum practical working pressure is below 100 GPa. At the highest pressures, samples
are invariably tiny and subject to strain gradients, but ERL X-ray beams can be focused to in-
credibly small sample volumes. Time-resolved studies require measurement times shorter than
the characteristic time-scales for nucleation, growth, change of phase or electronic state, heat
transport, atomic diffusion, or chemical reactions. In the extreme pressure region, many
time-varying processes are currently inaccessible because they occur on sub-nanosecond time
scales.
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Recent ambient-pressure studies have shown that full dispersion curves can be obtained
from measurement of thermally-scattering X-rays — thermal diffuse scattering (TDS). This ena-
bles obtaining dynamical information in seconds and for following dynamics of melting and phase
transitions. The upper P-T limits of diamond anvil cells (DACs), currently some 400 GPa and
5000 K, have remained relatively unchanged for a decade. Whole new areas of condensed
matter physics, and new physical phenomena, lie tantalizingly out of reach, inaccessible to cur-
rent techniques.

These important classes of studies require new light sources that produce not only smaller
and brighter beams, but generate temporally short pulses with enough photons for time-resolved
dynamic experiments under extreme pressure and temperature. The ERL promises to deliver
ultra-bright X-ray beams at very high repetition rate with pulse length from a few picoseconds to
less than 100 femtoseconds. In contrast to the X-FEL, ERL beams should not damage the DAC
and will allow signal averaging by repeated measurement on the same sample. The examples
that follow help illustrate potential new avenues of research and discovery that will become pos-
sible, or feasible, with an ERL X-ray source.

Dynamic compression creates very much more extreme conditions, but only for very short
periods of time, and no structural studies have been performed under such conditions. The short
2ps ERL pulse is ideally suited to diffraction studies of dynamically-compressed matter. Under
ramped rather than shock, compression, temperature can be kept low enough for the sample to
remain a solid at extreme pressures. While the terapascal behavior of simple matter at 300K will
probably always remain unknown, we can expect to obtain detailed knowledge of the structure of
solid phases of matter above 1TPa using dynamic compression. Ab initio calculations are now
predicting a plethora of complex structures at pressures in simple materials such as Li, Al and
Mg. We might expect to test these calculations by coupling dynamic compression over ~20 ns,
with 2ps pulses from the ERL to study structural phase transitions and melting. Recent experi-
ments at the National Ignition Facility (NIF) have attained pressures of 4.5 TPa in diamond, and
future experiments are aiming for 10 TPa in the near future. The installation of a kilo-Joule laser
at the ERL will open a new window on matter above 500 GPa, and promises to be transforma-
tive.

Next-generation light sources such as ERL offer the possibility to conduct entirely new
forms of extreme-conditions science. They provide the means to study structure and dynamics
on timescales as short as picoseconds to higher pressures than possible to date, and to make
structural studies of dynamically compressed matter of the same quality currently available from
DACs. These new machines promise to be transformative and to provide wholly new insight into
strongly condensed matter.

4.2 Materials Discovery via High Pressure Processing

High pressure (HP) promotes the synthesis of novel functional materials, not least by
suppressing the decomposition of reactants and products that occur under ambient conditions.
Large volume high-pressure apparatus produce desirable products unavailable by ambient
pressure synthesis, most famously the superhard diamond and c-BN used in industrial compo-
sites. The sheer number of phenomena discovered, most without prior recourse to theory as a
guide, suggests that there is an ocean of untapped novel materials, potentially with transforma-
tive properties. Diamond occurs naturally and was an obvious target for a concerned R&D effort.
Theory can provide useful targets for the synthetic chemist, most especially since modern theory
can predict those compositions likely to have desirable properties and which structures are sta-
bilized by pressure. Theory continues to generate exciting possibilities for synthesis in areas as
diverse as super-hard materials, superconductivity and photo-catalysis. Despite its great prom-
ise, HP synthesis is laborious, and compared to high temperature synthesis, is grossly un-
der-utilized - especially in the discovery stage where many experiments may be need to be op-
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timized, especially if large volumes of a single phase are needed for bulk property measure-
ments. Further, recovery of non-equilibrium products, which might provide valuable insights into
transformational properties, is not always possible. Is it possible to devise techniques that will
allow determination of properties of interest, phase identification and grain boundary mapping to
allow imaging of reactions in real time?

Advances at present generation synchrotron sources notwithstanding, the current infra-
structure is not suited to the efficient and exhaustive exploration of pT-compositional space that
is required to discover transformational materials. Dramatically increasing the amount of infor-
mation derived from a single HP loading in the LVHPD or DAC would involve combining theory,
with the capabilities of ERLs for diffraction and imaging, and with the nation’s installed infra-
structure and growing expertise in nano-fabrication, to obtain properties, images, and diffraction
data during the Compression-Heating-Quenching-Decompression (CHQD) cycle from multiple
phases in the same HP run. If successful, this theory-directed in-situ, combinatorial approach will
dramatically shorten the discovery cycle, and enhance efforts to identify new materials using
more established approaches. The ultimate realization of the goals of this work; to image the
materials’ properties during the full HP synthesis cycle, in-situ and in real time, will require the
capabilities of ERLs. One example of current topic interest are the oxy-nitrides [109,110] which
have potential for water splitting applications. These materials tend to decompose during ambi-
ent pressure synthesis, and controls on their composition, especially in the case of solid solu-
tions using commonly used ammonolysis routes, is notoriously difficult.

HP processing offers a novel route toward designer solids and materials discovery, thereby
yielding new properties and enhanced performance for energy, biomedical and industrial appli-
cations. As a well-known example, HP transforms graphite into diamond that retains the HP
structure at ambient conditions. However, most HP structures are unstable, and release of
pressure results in loss of the HP structures. For instance, sulfur is a superconductor at HP (as
are ~50% of the elements in the periodic table) but this property is usually lost at low pressure
[111-113]. Methods to induce metastability of HP structures, so as to preserve HP properties at
low pressure, would greatly facilitate useful, real-world applications.

Nanoparticles (NPs) form -
a bridge between single atoms i6 |
and molecules on one side and
bulk solids on the other. In addi-
tion, they manifest exciting fi-
nite-size-related properties in
their own right. It was recently
shown that NPs undergo struc-
tural transformation via single
nucleation events under HP
[114]. Rather than consisting ) s 10 o 100
simply of inorganic cores, many Particle size (nm)
types of NPs require a coating Figure 4.2.1: Schematic of the relationships between the first-order transition

of organic molecules to keep pressure and particle size (A); TEM image (B) and corresponding WAXS image
them soluble. Such NPs interact (C) of 3 nm PbTe nanoparticles without compression. (From [119])
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together and assemble into or-
dered structures of varying complexity [115] and such modification and assembly processes
dramatically change the surface energy of NPs. If the surface energy dominates the bulk energy
in newly formed designer solids, the structures may be thermodynamically or kinetically trapped
as metastable phases at ambient pressure. These strategies require reconstruction of the nu-
cleation and growth routes of metastable structures, from the atomic to the mesoscopic [116].
Pressure and temperature are used to fine-tune the structure of designer solids. High potential
energy barriers provided by organic/inorganic and inorganic/inorganic interfaces are introduced
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in the material to block the back-transformation to the ambient phase and retain the metastable
phase at ambient conditions [117]. To study this, it is necessary to simultaneously observe the
structure of the NPs at atomic and super-lattice length scales using simultaneous SAXS/WAXS
in a DAC [118]. The resultant X-ray characterization capabilities of materials in well-defined
pressure and temperature states are further augmented with several in-situ spectroscopic
probes.

HP SAXS-WAXS-Spectroscopy in a DAC can be used to study designer solids under HP,
tuning the pressure-temperature-composition protocols to yield new metastable materials and
examine their properties for potential applications. The scientific impacts can be seen from a
series of samples: (1) Materials with metastable structures, discovered under HP, have been
retained and further synthesized at ambient conditions only by size-tuning without any pressure
at all (Fig. 4.2.1) [119]; (2) Materials consisting of hard composites in organic matrices and dis-
playing enhanced mechanical performance, initially discovered under HP, have now been
synthesized so that they are stable at ambient conditions (Fig. 10) [120]; (3) New super-hard
materials, created under HP (to obtain higher density), have been trapped in their states by in-
troducing high energy barriers at interfaces; properties were retained at ambient conditions [121];
(4) New catalytic porous nanomaterials have been synthesized by NP fusion via pressure tuning
[122]; (5) Single crystal composites for biomineralization have been prepared using the pressure
tuning mechanism [123]; and, (6) Strain-tuned and coupling enhanced LED displays, first un-
derstood by in-situ pressure monitoring of core-shell NPs and inter-NP distance-correlated cou-
pling for NPs in an ordered way [124], have been created by ligand-directed assembly of nan-
owire arrays without HP [125].

4.3 Understanding Planetary Interiors with an ERL

Seismological and cosmochemical observations indicated that Earth is composed of the
crust, mantle and core. However, the compositions and states of the deep lower mantle and the
core of Earth, separated by the core-mantle boundary (CMB) at the depth of 2900 km from the
surface, largely remain uncertain. The complexities in this region can be seen from a rich range
of seismological features observed [126]. To understand the generation of such complexities for
better interpretation of seismic data and thus provide new insights about the dynamics, compo-
sitions, structure and evolution of Earth and planetary interiors, it requires knowledge of material
characteristics such as crystal structure, chemical composition, thermal structure, melt viscosity,
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Figure 4.3.1 Measurements of vibrational and other properties using synchrotron X-rays (Courtesy of J. Jackson)
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elastic constants, sound velocity and thermodynamic parameters of silicate oxides, iron alloys
and other earth materials, in particular for those at pressures in excess of 100 GPa and temper-
atures greater than 1000K.

These experiments are currently on the edge of feasibility for 3" generation sources, but
many aspects of the structures and properties of materials cannot be performed at extreme
pressure and temperature due to
complexity of the sample texture or 206"
limitation of X-ray flux of small |
beam. Currently, feasible determi- {100
nation of the vibrational density of i
states (sound velocities, melt dy- ° QA - ‘
namics: other thermodynamics: free S0Ma Present -

energy, vibrational pressure and
entropy, mean force constant, Figure 4.3.2 4D dynamic Earth model that includes surface eruptions,
atomic displacement hyperfine pa- plate motion and thermal plume generation (Courtesy of Gurnis and

rameters) is only enabled at P > 180 |_8owe: Caltech)
GPa at room temperature or P~70 GPa and 2500 K (Fig. 4.3.1). It is pointed out that all these
measurements were based only on the single phase loaded into the DAC.

However, if we consider the region of the deep lower mantle (70~135 GPa) and the core
(135~ 360 GPa) of the Earth, the more realistic assemblages include the multiple phases,
sub-micron grain size and multiple orientations. Thus, the ideal experiments are to use
sub-micron or nanobeam with enough flux to determine quantitatively the elastic constants for
each single phase through focusing X-ray beam on a single grain in the orientation matrix.

The ERL will deliver 100 times more spectral flux/um? than existing storage rings or those
under construction in the energy range of interest for high pressure studies. Thus, this ERL de-
livered beam will enable new classes of experiment like: momentum-resolved inelastic scattering
(IXS) and near-edge spectroscopy (Mossbauer) from individual grains within an assemblage
inside a diamond anvil cell (DAC), diffraction at unprecedented pressure and nuclear resonant
scattering (NRS) at nanometer length scales.

IXS reveals anisotropy of phonon dispersion relations, melting and structural phases are
identified by diffraction, and NRS measures acoustic vibrations that yield sound speed. Emission
and absorption spectroscopy can simultaneously provide chemical information. Multiple types of
information collected from individual grains inside many phased assemblages can be integrated
together, providing a systematic understanding of chemistry and physics of the nature sample,
and avoiding any uncertainties from integration from separate measurements on each single
phase.

The ERL will deliver unprecedented sub-100 nm focused beams to select and image indi-
vidual grains, measure diffusion constants at microsecond time scales, and reveal liquid dy-
namics in the pico-to-nanosecond range. Eventually, these measurements will enable us not
only to understand seismic anisotropy at the Earth’s core-mantle boundary and core and the
generation of the melting and magma, but also provide materials property parameters for con-
struction of 4D dynamic earth model (3 Dimensions + Direction of the time) (Figure 4.3.2).

4.4 Synchrotron Techniques: X-ray Tomography and Imaging in Dia-
mond Anvil Cells

The long-term future of the world’s energy relies mainly upon transformative materials with
extremely useful properties. High-pressure appears as one of the most efficient tools for a broad
of studies towards discovering advanced materials and novel phenomena. Achieving such goal
requires initial understanding and reconstruction of the nucleation and growth pathway of novel
structural materials under pressure, thus allowing for designing alternative routes either to bring
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the novel metastable materials formed at pressure to ambient conditions, or to directly make
these materials at ambient conditions for real world applications.

The structural stability and newly manifested properties of advanced materials depend on
many structural parameters that are related not only to particle size, crystallinity, defect and
voids, but also to complex interactions inside bulk materials through various textures, interfaces
and boundaries (Figure 4.4.1). These structural components inside bulk display length scale
from bulk down to nanometer, and eventually to single molecular and atomic level. Believing is

seeing, so one straightforward
way is capable of direct ob-
serving and unambiguous im-
aging of crystalline structure,
texture and orientation inside
materials. This certainly re-
quires development of a series
of high resolution tomography
and imaging techniques, al-
lowing for in-situ visual recon- | Figure 4.4.1 a) Full atomistic model of a slice cut through a nanopolycrystalline

struction of materials strain materials generated using amorphisation and recrystallization. The colored
distribution. deformation tex- domains represent various missoriented grains, grain boundary atoms are shown

t d struct h as white spheres; b) schematic illustrating the positioning of nanocrystals
ure and structure ¢ ange un- (analogous to atoms) in a face-centered-cubic crystalline structure (Courtesy of
der extreme compression of | peun Sayle).

materials through DAC.

Upon rapid development of new generation synchrotron light sources, nanofocused X-ray
beams have been developed and used to understand the phase and grain boundary evolution,
measure the density in-situ, study structure of confined liquids and non-crystalline solids, and
monitor strain as a function of pressure. Of particular interest is combining nanobeam X-ray
computed tomography (nanoXCT) with diamond anvil cell technology [127]. This capability ena-
bles the study of multi-component materials under high pressure and at high temperature.
NanoXCT contrast mechanisms not only include absorption, scattering, and element-specific
fluorescence, but also inelastic scattering and X-ray Raman scattering [127]. These methods are
of high interest to be able to distinguish between different phases and their shape and volume
changes under extreme conditions.

Coherent diffraction imaging (CDI) of nanoscale strain has wide application for under-
standing nanomaterials under extreme pressure and temperature and during deformation or
chemical processing. X-ray methods are especially suited for in-situ measurements, for example,
inside a diamond anvil cell (DAC). Nanoscale materials often exhibit unusual strength so it is
important to examine them under stresses that
lead to breakdown (Figure 4.4.2). X-ray CDI can
also be used to study pattern formation in materials
synthesis, for example to understand growth limi-
tations associated with self-assembly in the pres-
ence of surfactants.

For these applications [27], the coherent
length at current synchrotron sources is very much
limited, only allowing one to use very limit source
size. ERL will overcome such a limitation, and de- Figure 4.4.2 CDI reconstruction yields lattice strain
liver beam with unprecedented transverse coher- | map of gold under pressure. Left: Phase retrieval
ence and flux up to 60 keV. The small round X-ray | "¢/hods can produce 3-dimensional sirain maps

L color represents atomic scale lattice strain along
beam source is ideal not only for nanometer fo- | (. cinc directions resulting from pressures and
CUSing but aISO for matChing horizontal and Vertical surface truncation. (Courtesy ofWenge Yang at APS)
coherence lengths. It turns out that the large co-
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herent length will enable probing the sample in size from several hundred nanometers to tens of
microns. Thus, using ERL source, coherent diffraction will be able to monitor strain distribution of
the samples as a function of pressure, and Bragg CDI and small angle CDI provide ultimate
spatial resolution for 3d imaging of the pressurized samples through DAC.

4.5 Static and Dynamic Heating of Materials

An understanding of melting phenomena at high pressure is of fundamental interest, criti-
cal for estimating planetary interior temperature and understanding the forming dynamics of
planets that create magnetic fields and material transport within planetary cores, mantles and
tectonic plates [128].

Melting measurements of materials under pressures have been carried out on a series of
metals (e.g. Fe, Mo, W) and silicate oxides (e.g. MgO, FeO, MgSiO3). These materials are either
structurally similar to or compositionally related to the dominant minerals of Earth and planetary
interiors [128]. The melting data were produced mostly through laser-heated diamond anvil cell
(DAC) and shockwave driven experiments [129,130] that represent the state-of-the-art static and
dynamic driven techniques, respectively. However, serious disagreement exists between melting
phase diagrams of these metals and silicate oxides [131]. As is shown in Figure 4.2.1, the
shock-wave studies provided much higher melting temperature at extreme pressures than the
static DAC studies.

Many factors could result in such great discrepancies between measured melting temper-
atures [132]. In shock-wave studies, the determination of reliable melting temperature very much
suffers from unknown transport properties of window-used materials through dynamic compres-
sion of materials. It was found that use of various
window materials dramatically caused the change 12000
of melting temperature for the same material over
the magnitude of 1000K. In static DAC studies, the 10000 |
laser-induced melting was judged mostly by direct

T T T T

shock melting

Ta

observations of fluid flow, glass formation or some < 8000 Mo |
indirect correlations of melting to the sample T

properties and features. As one additional but very 2 6000 |

serious concern, previous studies neglected con- g

sideration of the sample instabilities and chemical E 4000

reaction through heating, and lacked direct moni-
toring of the melting-induced structural change
and temperature fluctuation as a function of time
as well. For many years, researchers have made
attempts to measure melting temperature of ma- 0 100 200 300 400
terials by synchrotron X-ray diffraction, but sys-
tematic melting measurements at extreme condi-
tions of temperature and pressure have not been | Figure 4.5.1 Melting curves of Ta, W and Mo
possible due to the effect of long exposure time on measured by laser-DAC and shockwave techniques.
. (From [131])

sample environments and unknown structure

change of the samples in short time scale.

Recent SEM studies indicate that experimental problems can be circumvented if diffraction
measurements can be made at millisecond time scales. This could be accomplished if millisec-
ond pulse-laser heating of samples in the DAC (Figure 4.2.2) were monitored, in time, by se-
quential, microsecond X-ray diffraction in which the time scale is equilibrant to the order of
thermally achieved time scale on the heated samples. Recent discovery indicated that this ap-
proach can effectively avoid thermal drifting, chemical reaction and structural transformation that
mostly impact on accurate determination of melting temperature. In addition, achieving extreme

2000

Pressure (GPa)
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pressure in DAC over several megabars reduces the sample size down to several microns or
even smaller. Correspondingly, the X-ray scattering signals from such a small volume of samples
become dramatically poor or even sink underneath the featureless background. Use of such
techniques in characterizing materials melting and associated kinetics requires very small and
short pulse X-ray beam that has extremely high flux.

The flux available in ERL pulses and their flexible pulse structure would provide the cer-
tainly answer in helping address the possible ex-
istence of a plastic-like state before melting of bcc
metals like Ta, W and Mo, and the structural evo-
lution of freezing event after melting, and thus
precisely understand the melting point of materials
aimed at defining the absolute melting tempera-
ture unambiguously. Meanwhile, the
time-dependent kinetic processes of materials L—  —
melting, freezing and recrystallization can be also m
simultaneously mapped out. Through focusing of
extremely bright ERL beams, one could selectively
sample local stress-strain behavior across the
pulse-laser heated sample. This would help pro- | Figure 4.5.2 Diamond cell pulsed laser heating and
vide estimates of sound velocity that will lead to | below melting curves from DAC and  shock
better understanding of the Earth’s mantle and | “P¢rments (Courtesy of R Bochler)
core.

Workshop 5: Materials Science with Coherent Nanobeams at
the Edge of Feasibility

5.1 Introduction

Advances in materials science lie on the critical path of many technological solutions to
society’s most pressing problems, such as sustainable energy, environmental remediation and
health. Increasingly, scientists and engineers want to build materials that have directed func-
tionalities, mimicking the ability enzymes have in biological systems to build every more com-
plicated structures to accomplish functional goals. As a result, the study of materials will, out of
necessity, evolve towards ever increasing complexity such as, for example, larger unit cells,
more complicated multi-elemental compositions, heterostructures with sub-micrometer dimen-
sions, and structural modifications at the nanoscale. We will need to control and fabricate struc-
tures on many different length scales, from the atomic, through nano, to micron and macroscopic
scales. Achieving knowledge and control at these levels requires powerful tools and techniques
able to resolve extremely subtle effects. For example, bond-length changes of hundredths of an
Angstrom result in large changes in material properties, such as the metal insulator transition in
colossal magneto-resistance manganites [133] and the low thermal conductivity above room
temperature in PbTe that render promising thermoelectric properties [134].

It will not be sufficient to have tools that can only characterize static structures. We need to
probe real materials, in-situ, under realistic operating conditions (in operando). We also need to
capture information as materials evolve in time, an increasingly important capability because of
the growing need to understand and control realistic fabrication and processing conditions. An
ideal X-ray probe has to be positioned with sub-micron accuracy, have variable beam size down
to a few nanometers, and enough flux and energy tunability to carry out diffraction on nano-sized
samples embedded in a macroscopic materials. Most importantly, it must be a non-destructive
probe so that materials can be studied as they function.
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These goals present two overarching experimental challenges. First, the huge variety in
materials systems calls for a large suite of experimental techniques. Second, in many cases the
complexity of such systems will require that multiple techniques be brought to bear on the same
sampled volumes. 3rd generation synchrotron sources have made tremendous strides in build-
ing X-ray nanoprobe instruments to address these needs [135]. For example, the nanoprobe
commissioned by the Center for Nanoscale Materials and APS combines a hard X-ray nano-
beam of 40 —50 nm with high precision sample positioning [136]. The microscope can run in
scanning and full-field modes using a variety of condenser and X-ray imaging lenses. Scanning
images based on X-ray fluorescence and
scattering contrast can be combined with
nanoXRF mapping and is used for strain
mapping [137], studies of phase transi-
tions [138], and elemental analysis. In
addition Bragg coherent diffraction can
be used to obtain images of domains
[139]. A second instrument was added to
address the needs of the biological,
medical, and environmental sciences
[140]. This tools will study, for example,
fresh water diatom [61] (see Fig. 5.1.1),
that play an important role in carbon
sequestration in the oceans, or tissue
samples for cancer research [141],
where trace elements such as copper
and zinc have been correlated with tu-
mors or are prevalent in tissues of pa- Figure 5.1.1: 3D trace element distributions in a fresh water
tients affected by specific diseases [142]. diatom obtained with nanobeam fluorescence tomography at 50 nm
Therapeutic and diagnostic agents often | resolution. (From [140])
utilize metallic trace elements, and the
effect of these drugs and agents on target tissues can be characterized in detail by X-ray probes;
proteins or DNA that serve as nanomedicine vectors can be tagged with titania nanoparticles,
and their interaction with cell components can be traced [143,144] [13].

As tantalizing results arrive, it is clear that applications and needs are pushing tools to work
routinely — as opposed to heroically - at the nanometer or sub-nanometer length scale. Next
generation sources such as ERLs have the potential to expand the spectrum of applications from
select examples to a mainstream user technique. High flux, fast scanning, and high-performance
detectors will be a great opportunity for ERLs to obtain 3D information in the time-domain on
evolving systems. Notably the “round” beams of ERL sources, both with regard to source size
and divergence, will help focusing optics achieve optimal efficiency and with superb spatial and
angular resolution (with long working distances) with nanometer focal spot sizes.

In terms of impact, below we discuss several experimental techniques and applications
showing how nanobeam X-ray technology has the exciting potential to close the resolution gap
between real space and scattering length scales, which will be highly beneficial for studying hi-
erarchic structures in materials science as well as biology and medicine. Three-dimensional in-
formation will become available via tomography techniques, utilizing absorption and phase con-
trast as well as fluorescence and scattering [145], including samples under extreme conditions
(i.e. diamond-anvil-cells). It has also become apparent that nanobeams have a high degree of
coherence — a perfect beam and perfect optics will transform a plane wave into a spherical
waves [146]; the coherence of nanobeams can be exploited for coherent diffraction imaging
(CDI) [147]. CDI of soft tissue components has been demonstrated, with application to mam-
mography [148] and imaging of collagen fibrils [149]. At an ERL such measurements could be
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performed in a time-resolved fashion. An ERL will enable ptychographic Bragg coherent diffrac-
tion with curved wavefronts, which has the potential to study structure and strain of both isolated
and continuous crystalline nanoscale regions in 3D, in complex matrices and in-situ [150]. Na-
noprobe beamlines on an ERL source will make it routine to combine imaging, spectroscopy, and
scattering into a single instrument, in order to obtain the as complete a suite of information as
possible from a single illuminated spot in a specimen.

5.2 Nanoprobes for Incipient Surface Damage: Art Conservation

The study and preservation of objects of significance to cultural heritage often involves
extremely challenging science: such objects are typically highly heterogeneous and chemically
complex. Moreover, it is preferable — in some cases required — that such objects be examined
nondestructively. X-ray microprobe techniques such as diffraction, scanning XRF and spectro-
scopic techniques such as microprobe XANES are finding increased application in this area
[151,152]. Yet, because of sample complexity and because the relevant length scales extend to
the nanometer regime, such studies increasingly need faster scan speeds and smaller beams.
The increased brilliance of an ERL source would significantly impact these studies.

A particular concern of growing importance is the preservation of 20" century master-
pieces of Impressionist and early modern art, which are undergoing degradation phenomena
ranging from fading and color shifts to catastrophic failure (Fig. 5.2.1). These phenomena have
been documented in the works of van Gogh, Matisse, Monet, Picasso, Seurat and Matisse
[153-156]. Photo-induced degradation is a surface phenomenon, often occurring in only the top
1-5 microns of the paint layer, and the photo-degradation products are often minor phases within
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Figure 5.2.1: “A Sunday Afternoon on the Island of La Grande Jatte,” Georges-Pierre Seurat, (Francesca Casadio, Art
Institute of Chicago). A paint chip obtained from the painting (inset) shows color alteration in the surface layer. (Courtesy of
Jennifer Mass)

this alteration layer. The preservation of the icons of early modern art hinges on the spatial-
ly-resolved atomic and molecular characterization of these minute heterogeneous alteration
layers, an analytical challenge requiring non-destructive chemical imaging with at least nano-
gram sensitivity. New rapid, high-resolution and high-sensitivity chemical imaging tools for inor-
ganic and organic components of disfiguring degradation layers are needed.
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The current state-of-the-art techniques include XANES with a 1-2 ym beam to probe sur-
face alteration layers. However, to preserve these icons of early modern art for future genera-
tions, it is critical that we identify incipient photodegradation, chemical evidence of photodegra-
dation prior to any change in the painting’s appearance. Incipient photodegradation occurs in the
top 1-2 microns of the paint layer, and is often characterized by an altered/photodegraded coat-
ing, tens of nanometers thick, of degradation products covering individual pigments particles. As
a result, increased resolution, on the order of at least tens of nanometers, is required to study the
composition of the incipient photodegradation layer (including the compositional “coring” of indi-
vidual pigment particles) as a function of depth. NanoXANES is anticipated to be of great utility
for these systems. Other SR-based methods that have potential for the characterization of these
alteration layers are nXRF, nXRF tomography, tomography and confocal nXRF. The chemical
imaging methods developed must also be rapid to permit screening of representative paint
cross-sections from our most important early modern art collections such as those at MOMA,
The Barnes Foundation, The Metropolitan Museum of Art, and the Art Institute of Chicago.

Through analysis of damage mechanisms, efforts in art conservation aim to detect damage
in its early stages and prevent further degradation. Analyzing the surface pigment layers requires
XRF and XANES microscopy with nanoscale resolution. An ERL will have major impact on these
efforts.

5.3 Nanodiffraction in 3D to Advance Polycrystalline Materials

3D micro- and nano-diffraction mapping is an emerging area of electron microscopy and
synchrotron science, providing quantitative information on how small sample volumes respond to
their local environment and to external forces. Because the behavior of most material systems is
dominated by local heterogeneities and defects, X-ray diffraction mapping is proving to be an
especially important tool in the quest to test and refine materials theory. Indeed, the ability to
study small “local” volumes represents a transformative advance over ensemble average infor-
mation and is certain to revolutionize our understanding of materials. X-ray methods are partic-
ularly important because they interrogate local strain, structure and texture in 3D volumes in a
nondestructive way and, if fast enough, can follow real materials responding to applied loads,
heating, and other processing conditions. This information has simply not been available previ-
ously.

Section 1.2 discusses a variety of techniques
currently in use, or continuing to be developed to
address these needs. An Energy Recovery Linac
will have huge impacts on techniques like differen-
tial aperture microscopy or X-ray diffraction con-
trast tomography (DCT) [157,158] (figure 5.3.1), to
name a few: (1) The high focused beam intensity
will allow rapid measurements, enabling either
novel scanning modes or time resolution for
evolving systems, and (2) the much smaller, round
beam size will allow for advanced achromatic op-
tics with diffraction-limited beam sizes and longer
working distances. For example, with fly-scan
methods and new (yet-feasible) X-ray detectors, it
will be possible to map volumes with 2 x 10° vol-
ume elements/hour. This will enable unprece- Figure 5.3.1: Color rendition of the 3D grain structure
dented visualization of materials structure and | 7 ¢ @indrical beta-Ti specimen containing 1008
behavior in minutes, instead of days. Beyond ex- grains, as obtaln?d by the X-ray diffraction contrast

) tomography. (See in [157, 158])
isting methods, the instrumentation developed for
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differential aperture microscopy has implications for coherent imaging of important materials.
Already coherent imaging has achieved spatial resolution of 2 nm. Given the proposed brilliance
of ERLs, it will be possible to extend the differential-aperture microscopy into the coherent re-
gime to gain spatial resolution at far smaller length scales than possible today.

5.4 Probing Organic Microstructures with NanoGISAXS

As nanotechnology and organic electronics move more towards everyday device applica-
tions and production, new objects to study include small organic deposits on a substrate as mi-
crodrops (inkjet printing, offset printing) or microwires (organic circuits). These structures intro-
duce new challenges to characterize and understand the effects of various new types of bound-
ary conditions and external influences such as substrate interactions, curved interfaces, drying
and kinetics due to assorted types of processing [159-162]. This requires probing such structures
on a submicron scale in-situ and in real-time. Of interest are both the surface and the interior of
the micro- and nanodeposits [163]. While first nanoGISAXS has been demonstrated on static
samples [164], much more development remains to be done to make this a standard application.

From the materials point of view it is highly desirable to combine multiple probes with the
X-ray nanobeam, so that small sample volumes can be
probed simultaneously for both chemical and physical
information. Towards these goals the most efficient
tools combine flexible X-ray detectors (area detectors,
fluorescence detectors) and ancillary probes such as
optical microscopy, ellipsometry, or AFM into the
beamline instrumentation and trained on the same
spot. Several existing facilities demonstrate this
point: an imaging ellipsometer was recently commis-
sioned at MiNaX beamline of the Petra Ill facility [165],
and the D1 end station at CHESS combines scattering
and optical reflectometry and spectroscopy [166] as
well as X-ray microbeams and optical microscopy
[159,167]. NanoGISAXS can be combined with other
methods such as microtomography, using either the
absorption or the scattering signal [145] to retrieve 3D
information. In the spatio-temporal regime first exper-
iments reaching up to 10 micron spatial and 10msec
temporal resolution under grazing incidence have
been demonstrated [167,168]. These
proof-of-principle studies need to be extended into the

Figure 5.4.1: Microdeposits from inkjet printing

submicron length-scale as well as into a submillisec-
ond time-scale.

For the study of complex microdeposits such as
drying solution patterns, micro- and nanoGISAXS can
be combined with microtomography, using either the
absorption or the scattering signal [145], to retrieve 3D
information of density and structure, respectively.
Other options are full-field imaging under grazing in-
cidence [169] and coherent image reconstruction

or gravure printing are essential to the future
production of organic electronics devices;
however, this geometry produces very different
boundary conditions than better-known thin film.
GISAXS and GIWAXS with X-ray nanobeams
can elucidate self-organization processes during
drying and annealing of such confined deposits.
The understanding of these processes will be
critical to obtain optimum device performance.
(Courtesy of Stephan Roth)

[170,171]. Such techniques circumvent the problem of modeling scattering data from complex
structures and morphologies. These ideas have been demonstrated on selected systems at 3rd
generation sources; however, more brilliance is needed to transform these exciting possibilities

33



into routine X-ray methods for a large variety of samples in materials science and biology.
Moreover, the goal would be to not only study structure but also kinetics.

The highly coherent nanobeams at an ERL will facilitate a reconstruction of the real space
electron density via coherent diffraction imaging, as demonstrated in first test experiments [172].
An ERL will provide the coherent flux for fast real-time studies. With the advent of new brilliant
sources, GISAXS with micro-and nanobeams is looking into a bright future.

Fast scanning nanoGISAXS for real-time studies helps to stay one step ahead of the radi-
ation damage. Again, 3-4 orders of brightness are needed to approach the submicron and sub-
millisecond regime, to study, for instance, the dynamics of a single nanoparticle at the solu-
tion-substrate interface or at a cell membrane.

The highly coherent nanobeams at an ERL will facilitate a reconstruction of the real space
electron density via coherent diffraction imaging, as demonstrated in first test experiments [172].
An ERL will provide the coherent flux for fast real-time studies. With the advent of new brilliant
sources, GISAXS with micro- and nanobeams is looking into a bright future.

5.5 CDI: Application to Complex Biomaterials: Plant Cell Walls

Coherent Diffraction Imaging (CDI) will provide an extraordinary tool for the study of com-
plex materials that make up a large fraction of the volume of multi-cellular organisms and con-
stitute a very important but poorly characterized class of biomaterials [173]. CDI is particularly
well suited to the study the crystalline components of these structures. Mineral inclusions and
biomineral structures form an important component of plant cell walls, connective tissues, bone,
and shell. This is of particular note in bone loss and degradation in our aging population. Un-
derstanding the organization of these structures, the architectural principles that govern their

design, and the means by which
they are assembled will contrib-
ute significantly to efforts aimed
at re-engineering them, repair-
ing them, and modulating their
properties in response to human
needs. Mineral inclusions in
plant cell walls are of great cur-
rent interest due to their impact
on processes for production of
biofuels [174,175].

The technical barriers to
making progress in understand-
ing these complex materials are
formidable. Scanning electron
microscopy can be used to vis-
ualize surface components, but
study of embedded structures
requires  disruptive  sample
preparation. Analytical chemistry
and mass spectrometry may be
useful in identifying individual Figure 5.5.1: Fiber diffraction patterns from corn stover exhibit the
components and determining | characteristic intensity distribution expected from cellulose fibrils. Overlaid on
their relative abundances. But, that scattering, sharp Bragg reflections from mineral inclusions are frequently

th inh it f th observed.  Very high point-to-point collection of the three-dimensional
€ Inhomogeneity o ese intensity distribution of these Bragg peaks provides the information necessary

systems limits the impact of for full three-dimensional reconstruction of the shapes of the mineral inclusions
these studies, and their struc- | from which they arise. (Courtesy of L. Makowski)
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tures are inherently distributed in three dimensions: two-dimensional analysis alone is insufficient
to solve their structures. It may be possible to identify the relative orientations of different fibrous
materials by conventional X-ray scattering, but the inhomogeneity often renders this information
irrelevant.

By contrast, CDI is uniquely capable of providing three-dimensional real-space images of
specific crystalline domains at high resolution (< 50 nm) within intact, micron to millimeter-thick
tissue samples [149]. By careful choice of X-ray energy, CDI is also sensitive to the chemical
composition of individual components by their intrinsic lattice periodicity through the positions of
the Bragg reflections. For example, plant cell walls (Fig. 5.5.1) are complex polymeric matrices of
cellulose, lignin and other materials [174]. Initial studies have been carried out using dried mate-
rial [176]. Bragg scattering from crystalline inclusions of minerals identified from their Bragg
scattering angles as Whewelite was collected and used to reconstruct images of the associated
crystals.

The success of Bragg CDI for the in-situ study of these crystallites indicates that it may be
applicable more generally to the mineral components of complex biological tissues that include
crystalline domains of some constituents. Tissues of this kind are abundant and diverse. The
high brilliance of the ERL source will render 3D reconstructions such as these routine. Develop-
ing a robust approach to mapping the distribution of different chemical constituents within these
tissues will have broad scientific impact. The ongoing studies of mineral inclusions in plant cell
walls will produce information important to our understanding of the structural principles under-
lying their distribution, thereby contributing substantially to efforts to process biomass for bioen-
ergy applications. By similar rationale, comparable insights may be gained into the age-related
degradation of mineralized tissues such as bone that will have a profound impact on our ability to
treat the afflictions of aging, with potentially huge financial impact.

5.6 3D XRF at the Nanoscale: Find an Atom

X-ray fluorescence tomography and confocal XRF imaging using synchrotron radiation are
among the most sensitive, non-destructive microanalytical methods providing 3D quantitative
information on the elemental distributions in the probed sample volume with trace-level detection
limits. XRF methods are now widespread and needs are growing to improve spatial resolution
(smaller illuminated volumes), reduce scanning times (more intensity) and increase sensitivity
(improve signal to noise). An example that epitomizes these needs is the non-destructive 2D/3D
elemental analysis of unique extraterrestrial particles, including cometary and interstellar grains
which were sampled and brought to Earth in the framework of NASA’s Stardust mission
[177-179]. The captured interstellar grains, which have sub-micron dimensions, cannot be stud-
ied with sufficient detail at the currently available resolution levels at SR nanoprobes. The
non-destructive determination of elemental distributions within these unique materials (with av-
erage dimensions in the range of 300 - 600 nm) will require beam-sizes down to the 10 nm level
or below for exploring their chemical composition in three-dimensions.

The dramatic increase of spectral brightness at the ERL source compared to current 3rd
generation SR sources will lead to the reduction of X-ray beam size to the sub-10 nm range us-
ing appropriate X-ray focusing optics (e.g. nano-focusing CRL lenses, FZP’s, 2D waveguides,
new generation of KB mirror-optics). Potential exists at the ERL for obtaining 1 nm hard X-ray
beams with 10"'-10"? photons per second per square-nanometer. This will not only result in a
new level of spatial resolution, but will also offer the potential for sub-zg (10%' gram) absolute
detection limits for elemental analysis, i.e., the potential for single atom sensitivity. Using
ERL-based X-ray nanobeams with advanced detectors (e.g. Maia detector array), the reduction
of 2D/3D data collection times for full-3D elemental nano-analysis down to a few minutes are
expected, down from the currently impractical 10-20 hours of measuring time. This will open new
opportunities not only for the non-destructive, non-invasive studies of unique extraterrestrial par-

35



ticles, but also for the studies of e.g. (potentially toxic) nanoparticles, nanomaterials, individual
biological cells etc.

With the high brilliance of ERL sources, X-ray microscopy and nanoanalysis can be
pushed to well beyond the current capabilities. For real space structure determination on the
nanoscale as well as for spectroscopic imaging, the main figure of merit (or limitation) is the dose
density on the sample [180]. The high dose density is prone to introduce radiation damage in a
variety of samples. For biological systems it may be difficult to go beyond the radiation damage
threshold [57] and new acquisition schemes and preparation techniques of the samples may be
necessary. For materials science samples, however, a nanoprobe opens a large variety of new
possibilities. For example, complex materials exhibiting multi-ferroicity, itinerant magnetism, or
topological insulators, can be studied at the mesoscopic scale, investigating individual structural
domains, defects, etc. The Nanoprobe opens also the way to chemical studies, for example in
heterogeneous catalysis, investigating single catalyst particles. All the above can and in most
cases must be carried out in-situ or in-operando, requiring sample environments, such as fur-
naces and chemical reactors with gaseous or liquid environments. Chemical reactions, e. g.,
precipitation and redox reactions, can be studied with fast time resolution in microfluidics, push-
ing the time resolution to the nanosecond level and below [181].

Workshop 6: X-ray Photon Correlation Spectroscopy (XPCS)
using Continuous Beams

6.1 Introduction

The need to characterize, understand and manipulate the dynamical structure of matter at
the nanoscale constitutes an emerging and critical frontier for science in the 21% century. This
frontier is defined by a wide range of materials and technological demands and spans all scientific
disciplines. For example, the time evolution of microstructures formed under nonequilibrium
conditions — conditions pertinent to the synthesis of most industrialized materials - is notoriously
difficult to study, yet strongly influences (and may dominate) the physical and mechanical prop-
erties of materials such as tensile strength and failure, chemical reactivity and magnetic coerciv-
ity. The behavior of complex fluids such as polymers, colloids, emulsions, and foams are gov-
erned by microscopic structural relaxation processes and flows that perturb systems far from
equilibrium. However important these phenomena are, obtaining basic information about such
systems poses serious challenges because of the need to record structural information in a
non-destructive way, over a very wide range of timescales, on systems in various states of equi-
librium, and with varying (but usually opaque) macroscopic densities.

3" generation sources have demonstrated that a wealth of information can be learned by
carefully examining X-ray intensity profiles inside the seemingly innocuous “Bragg peak.” By
combining coherent X-ray radiation with high-resolution, high-speed X-ray detectors, scientists
can record time variations across of diffraction peak profiles — called speckle — that result from
spatial and time variations in the atomic and molecular ordering within a sample. Because dif-
fraction peaks are associated with real-space periodicities, measuring the time variations of
speckle patterns provides a near-unique probe of the time scale of fluctuations at particular, se-
lectable length scales. Despite heroic experiments using “X-ray photon correlation spectroscopy,”
or XPCS, this relatively new X-ray technique has not reached its fullest potential because present
X-ray sources produce photon beams with coherence well below 1%. X-FEL sources have high
coherence, but the destructive energy density of the beams makes them unsuitable for the ma-
jority of XPCS applications. As a result, most systems of interest are well out of reach of even the
most advanced storage ring sources.
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Most of the advanced features of ERL source directly and significantly enhance the ex-
perimental scope of XPCS and open new avenues of research into the dynamical structure of
materials. The impact of increased brilliance on XPCS is particularly strong since the sig-
nal-to-noise ratio in XPCS studies scales as the square of source brilliance. The 100-fold in-
creased coherent flux of an ERL at high energies (see figure 1) will allow time scales that are 10*
times faster, making possible experiments that are starved for photons today [12]. At storage ring
sources XPCS is limited by coherent flux to time scales greater than 1 second at scattering
vector length Q = 1 A™" and 10 microsecond at Q = 10 A™ (a negative power law relates these
quantities at the boundary of what is currently accessible [182]). Inelastic X-ray and neutron
scattering and proposed X-FEL pulse delay methods will probe length scales below 1 A, but
cannot sense dynamical processes slower than 100 ns. Thus there is an important gap (6 orders
of magnitude in time for Q = 1 A™") that ERL experiments could fill, provided fast area detectors
with appropriately-sized pixels and fast image readout time become available.

The round ERL beams are an additional benefit to XPCS measurements because opti-
mizing signal-to-noise (and interference contrast) requires experimenters matching speckle
shape with pixel geometry on the X-ray detector. Since virtually all X-ray detectors have square
pixels, measurements at an ERL source gain over
storage rings by avoiding the need to use slits or ap-
ertures to generate a round secondary source. On an
ERL, all incident coherent flux will be immediately
useful. XPCS will also make full use of the tunability of
the delta undulator. Not only will a long Delta undulator
produce unprecedented coherent flux in a narrow en-
ergy bandwidth, but in helical mode very few photons
will need to be rejected by apertures or X-ray optics
because the harmonics and excess heat are sup-
pressed on-axis [13]. At 10 keV, for example, inside the
coherence solid angle the first harmonic radiation has
15 eV bandwidth, integrated coherent flux of 3.4x10™
ph/s and coherent beam power of 0.54 Watts; this
beam delivers a coherent power density of nearly 54
Watts/mm? at 60 meters from the source [12].

The time and pulse structure of ERL radiation
also helps optimize XPCS range. Short pulse lengths
(below 2 picoseconds) allow fast exposures, and the
high 1.3 GHz repetition rate allows time averaging to
minimize pulse shot noise. The quasi-continuous time
structure and 1.3 GHz frequency will push the time
domain towards nanosecond resolution. The Lin-
ac-based injection cycle of the ERL also avoids “gaps,”
or missing pulses, characteristic of storage ring
sources. Reference [12] discusses in detail the relative
merits of smaller incident photons per bunch for ERL | Figure 6.2.1: (top) Silicon nanodots formed via
versus heating issues inherent at X-FEL sources. sputter erosion of a Mo-seeded Silicon surface,

Areas ripe for study include systems far from | @d (bottom) surface diffuse X-ray scattering

R . obtained by in-situ measurements during that
equilibrium such as glasses and materials under sh.ear process. The well-defined side-lobes arise from
and flow, complex fluids such as polymers and colloidal | e formation of nanodots. The atomistic
suspensions, moving domain walls, defects in crystals, | processes giving rise to this pattern formation
and protein in solution. The results from such experi- | @®¢ not understood, and could be measured
ments will impact the synthesis of next generation ma- | & XPCS from a high-brilliance ERL source.

. - ) (From [184])
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connections between dynamics and rheological macroscopic properties of highly interacting
complex fluids. Increased coherent intensity will be used to measure signals from scarce or
highly dilute systems, including in-situ XPCS observations of surface fluctuations at well-defined
time and length scales, offering a powerful new approach to study catalytic processes at sur-
faces, for instance. Composed mainly of light elements with low density contrast, high coherent
beam intensities are needed to study biological materials and systems that exhibit complicated
multiscale structures evolving over a wide range of length and time scales. ERL X-ray beams will
make XPCS measurements sensitive to direction-specific atomic diffusion in bulk materials,
which requires measurement of fluctuations in weak, diffuse scattering between Bragg Peaks.

6.2 Steady-State, Non-equilibrium Surface Dynamics

Surfaces provide some of the most academically interesting and technologically important
systems for study. Often the surface properties of a system are vastly different from a bulk ma-
terial, while at the same time being greatly influenced by history and preparation. For example,
metals and metal-oxides provide a rich environment for the study of catalytically driven reactions.
Chemical processes such as CO or NO oxidation, or O, reduction in the presence of hydrogen,
are important for energy related technologies. Fuel cell applications, batteries, and cleaner
burning technologies can all benefit from an increased understanding of the fundamental elec-
trochemistry and corrosion processes that often occur at surfaces. The penetrating nature of
X-rays does not limit such studies to vacuum systems, but also extend them to solid-solid, sol-
id-liquid, and liquid-liquid interfaces. However, despite significant gains in our understanding of
such systems, there is much we do not yet know. In particular, the equilibrium dynamics of model
catalytic surfaces remains largely unknown. This is not due to a lack of experimental effort or
ingenuity, but rather reflects difficulties inherent in studying in-situ systems with electron-based
techniques and atomic scanning microsco-
pies. ki

Likewise, surface processing is ubig-
uitous in industry, yet often poorly under-
stood due to inherent challenges of charac-
terizing non-equilibrium processes at atomic
length scales, in challenging process envi-
ronments, and with sufficient high speed.
Dynamic light scattering is a very useful tool
to characterize open surfaces, but the
wavelength range makes it unsuitable for | - el
atomic scales studies or penetration into Time (sec)
reaction vessels or opaque specimens. Figure 6.2.2: Time dynamics of speckles from an Au surface
Electron and neutron-based probes are often | obtained at (000.2) showing evolution of the surface
constrained by in-situ environmental prepa- | morphology submerged in HCIO, . (From [185])
rations or too little intensity to record high
signal-to-noise. These experimental difficulties and lack of understanding places severe limits on
the rate at which new and existing processes can be developed and applied to technological
innovation.

The most significant limitation to this approach has been source brilliance: surface scat-
tering is inherently weak, and XPCS requires a coherent beam. An ERL would make such
measurements routine. In-situ XPCS allows direct observation of surface fluctuations at
well-defined time and length scales, and has recently been extended from soft-matter films and
interfaces to metal crystal surfaces with height fluctuations on the scale of a single atomic dis-
tance [183]. A prototypical system needing in-situ XPCS is shown in Fig. 6.2.1, where a pattern of
nanodots form during sputter erosion of an initially smooth, Mo-seeded silicon surface. Surface
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diffuse scattering profiles recorded during the process [184] reveals snapshots of the average
structure during the process, hinting at the underlying dynamics of this process; however, critical
questions remain about fluctuation, mobilities, vacancy formation, hopping potentials, etc. A suf-
ficiently brilliant source, such as the ERL, would allow XPCS-based measurement of the dy-
namics of fluctuations associated with these nanodots, and thus provide direct information of the
mechanisms by which they form.

Similarly, electrochemical processes are of critical importance in a broad range of fields, yet
remain challenging to study. For instance, XPCS measurements obtained from an Au surface
under a perchlorate solution demonstrated the feasibility of this approach (Fig. 6.2.2) [185].
However, 3™ generation source brilliance limits these studies to high Z materials and time scales
of 1 second and above. Thanks to the quadratic dependence of XPCS signal-to-noise on bril-
liance, the 2-3 orders of magnitude increase in brilliance provided by and ERL would allow in-situ
XPCS on a large variety of technologically-relevant surfaces; e.g. studying electrolytic salt sys-
tems like Kl for Nal. ERL intensities should also push time scales below milliseconds, potentially
approaching microseconds or shorter.

6.3 Protein and Biomembrane Dynamics

Protein actions are usually described in terms of their static structure but biological function
requires motion. There is growing evidence that proteins and other macromolecules have
evolved to take functional advantage not only of mean conformational states but also of the in-
evitable fluctuations about the mean [186,187]. However, despite the fundamental importance of
molecular motion in proteins, experimental data, especially measurements on the collective dy-
namics of ensembles of proteins on relatively slow time scales (i.e. microseconds to millisec-
onds) is almost completely missing.

Biological materials and systems are true "multi-scale materials" exhibiting complicated
structures that evolve with dynamics occurring over a wide range of length and time scales
(Figure 6.3.1). Dynamics of biological membranes includes, for example, diffusion of lipids and
proteins and phonon-like excitations

and coherent re|axatI0nS, such as un- Glycolipid Oligosaccharide Integral protein Hydrophobi

« helix

dulations, on fast picosecond to nano-
second time scales. Conformational
changes of membrane embedded pro-
teins are known to happen on much
slower microsecond to millisecond
times. These dynamics are assumed to
relate to function since they often in-
volve movements of large structural
groups, which together form large Phagphiolipid: Chalestifal

Figure 9-26 Fundamentals of Biochemistry, 2(e

macromolecular systems. It is of great | e

interest  to StUdy these dypaml_cs _m Figure 6.3.1: Cartoon of a biomembrane. Characteristic length

membrane embedded proteins in-situ scales range from nanometers (the thickness of a biomembrane) to

under physiological conditions. While | micrometers (the length of polymers that form the cytoskeleton).

the time scale perfectly falls into the They are chemically diverse — building blocks include proteins,

XPCS window. the Corresponding nucleic acids, lipids and polysaccharides — and formidably complex.
Lo 2006 John Wiley & Sons

length scales of single molecules are ( 7 /

challenging.

Dynamics at longer length scales involve fluctuation dynamics of lipid rafts and
nanodomains. Membranes in their physiologically-relevant fluid phase are thought to be heter-
ogeneous structures. Composition of membranes may change on nanometer (3-50 nm) lengths
and microsecond times. While more and more evidence is reported that those nanodomains
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actually exist, these structures have so far not been observed directly in experiments. Some
measurements have been made on membranes using dynamic light scattering (DLS) [188] and
XPCS measurements have been made on membrane stacks at low wavevectors [189]. However,
the DLS measurements were only at long length scales, and the XPCS measurements were
made in (slow) glycerol solutions on systems where dynamics were dominated by collective ra-
ther than individual membrane motions. In order to study materials of relevance to the biological
community it is important to study dynamics in water. This leads by necessity to the microsecond
regime. Flux at 3" generation SR sources is insufficient for this task

XPCS at an ERL source might be the only technique that can achieve relevant lengths and
time scales. It has been known for years that information about dynamics of molecules in crystal is
recorded in the diffuse scatter around Bragg peaks; molecular motions in protein microcrystals
coupled over large scales generates diffraction signatures in the diffuse scattering around the
main Bragg peaks [190]. The experimental method has been propose, “Speckle Visibility Spec-
troscopy,” a variant of XPCS, that hopes to measure dynamics associated with this type of mo-
lecular motion from a single diffraction patterns (“speckle snapshot”) obtained with coherent X-ray
light [191]. This method seeks to minimize the required X-ray dose and radiation damage artifacts
and also access dynamics that are faster than the speed of
current detectors. Other approaches are being proposed, in-
cluding taking multiple exposures using slow detectors but var-
ying the delay between photon pulses. (These methods com-
plement Neutron Spin Echo (NSE) studies of fast
(sub-nanosecond) molecular dynamics and Nuclear Magnetic
Resonance (NMR) measurements of individual bond vector mo-
tion in small molecules.)

XPCS at an ERL source should be the premier tool to study
interactions and collective dynamics between membrane em-
bedded proteins. Typical protein-protein distances in mem-
branes are in the order of 6-10 nanometers. The time evolution of
the protein-protein correlations most likely fall into the micro-
seconds XPCS time window. Protein-protein interactions and

6.4.1:

Different

Figure Jjump

aggregation could then be studied as a function of membrane
composition, such as cholesterol content and protein concentra-
tion. Understanding these processes is an extremely important
step towards developing a molecular picture of neurodegenera-

mechanisms in a two-component
crystal. XPCS provides the means of

directly  distinguishing ~ which
mechanisms are present in a real
system. (From [198])

tive diseases such as Alzheimer's disease and Apoptosis and
learn, for instance, how to quantify risk factors. XPCS, with the 2-3 orders of magnitude increase
in brilliance provided by an ERL, may reveal direct signatures of biomembrane domains through
their fluctuations, which are beyond the reach of other techniques and storage ring sources, and
also not appropriate for destructive beams from X-FELs.

6.4 New Insights into Atomic Diffusion

Atomic diffusion is critical to materials synthesis and stability, and thus dictates the behavior
of much of the material world. Yet, it is extraordinarily difficult to measure directly and imperfectly
characterized in most systems of interest. Knowledge of atomic diffusion is a fundamental issue
and there is broad agreement that studying temperature-driven motion of single atoms in solids is
more complex than getting out their structure. Sophisticated methods have been developed to
study particular types of diffusion behavior, including neutron scattering (H diffusion in metals
[192]), helium atom scattering (fast surface diffusion [193]), and field ion microscopy (slow surface
diffusion [194]). Existing 3" generation synchrotron sources enabled new kinds of diffusion
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studies with XPCS, however, a very limited number of model systems have profited and their
scope is often limited to either heavy elements or very high temperatures.

New high brightness ERL sources will significantly expand the range of materials systems
that can be studied and the types of environmental conditions accessible. With significantly higher
brightness and coherent flux, an ERL source will make it possible to use XPCS to study diffusion
in compound materials systems with atomic numbers close to each other (instead of studying only
systems with contrasting heavy and light atoms). As an example are proposed technologically
important Ti-Al heavy-duty alloys or Fe-Co-Ni alloys. An entirely new avenue of potential re-
search could be using X-rays to study the motion of light interstitials like hydrogen, lithium or
carbon in host lattices. Although small atoms diffusing through the lattice might give little X-ray
signal, fluctuating lattice distortions caused by interstitial diffusion could be recorded by XPCS
[195]. XPCS on light elements could have immediate impact on studies of hydrogen-storage
systems and batteries utilizing light element (Li, S, etc.).

Higher quality experimental data promises new and deeper insights into the details of dy-
namics. For example, studies of amorphous systems like metallic and silica glasses will profit
from resolving tiny differences between regular, stretched or compressed form of the relaxation
function. Completely new insight into surface diffusion will be possible, including dynamics of
surface steps growth or fluctuations (section 6.2 above) and even diffusion of single atoms on
surfaces might be measurable [196]. Moreover, studies of fundamental phenomena like the im-
pact of photons on atomic dynamics or studies of systems beyond the linear-regime of the
scattering theory [197,198] will reveal additional information about lattice jump processes (Fig.
6.4.1). XPCS provides direction-specific sensitivity to atomic diffusion in bulk materials, but re-
quires measurement of fluctuations in weak, diffuse scattering between Bragg Peaks. Heroic
demonstration experiments at ESRF [199] employed count rates of 1 count per 10 minutes per
pixel! An ERL would increase count rates by upwards of 3 orders of magnitude, rendering such
measurements routine, and allow different jump mechanisms to be distinguished.

6.5 Dynamics of Soft Matter and Complex Fluids

Soft matter and complex fluids cover the spectrum of simple to advanced materials, im-
pacting almost all foods, cosmetics, plastics, films, rubbers, and medical and biomedical materi-
als. To the scientists these are complex colloids, polymers, emulsions, surfactants, granular
composites, and biomembranes, to name a few. These classes of materials are characterized by
complexity, flexibility, structural relaxation and non-equilibrium dynamics. Most of the fabrication
and processing of such materials, either self-organized or driven, takes place far from the equi-
librium. Understanding how to control far-from-equilibrium phenomena like jamming under flow,
aging, and plastic deformations under stress — to name a few - are important steps needed to
achieve breakthrough applications in nanotechnology, material science, and biotechnology. The
get an idea of how active these fields are, consider that probing visco-elastic properties of com-
plex fluids under shear in non-equilibrium is currently being pursued at nearly 80 universities
(40%, estimated) of the MPI's in Germany [200].

As an example of the longstanding challenges in these fields, our present understanding of
the properties of high-weight polymer liquids is based on a reptation model of polymer dynamics,
which depicts the motion of a polymer as a random walk along a tube delimited by temporary
entanglements with neighboring chains [201-203]. Microscopic evidence for the existence of
tubes and entanglement lengths has been provided by neutron spin-echo (NSE) measurements
[204]. However, the delay times accessible with NSE are shorter than needed to observe repta-
tive relaxation directly. After more than 30 years, NSE measurements have been able to only
characterize the early time behavior [202,205,206]. How these systems behave at long times
and details of long-time relaxations themselves await XPCS measurements at a much brighter,
high repetition-rate source.
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Unfortunately, there is a large gap in time and length scale measurements available to
researchers investigating these subjects. For example, many types of rubber, especially those
used to make road vehicle tires, add nanoparticles to reinforce and dramatically improve me-
chanical and dynamical viscoelastic properties. Scientists do not know the cause(s) of this rein-
forcement effect. To develop good performance tires, for example, it is necessary to understand
(and engineer) dynamic

behaviors of nanoparticles
over enormously disparate
time scales; rolling re-
sistance and traction per-
formance are properties in
widely different frequency
regimes (figure 6.5.1).
Rolling resistance domi-
nates fuel efficiency of ve- | riye 651

Examples of dynamics of particles on different time scales: lefi, tire
hicles and results from rotation at 10 Hz stretches and shears automobile tire sidewalls, inset, contact surface
wheel rotation and flexure irregularities impact braking, adhesion, and materials longevity; right, nanoparticle
at approximately 10 Hz. At additives reinforce mechanical and dynamic properties of rubber. (Courtesy of

Shinohara)

the same time, propulsion
and braking depend upon traction and frictional forces determined at individual contact points
occurring at frequencies of 10* to 10° Hz. This is just one example where fundamental materials
knowledge is needed to make tractable a global engineering challenge.

ERL sources will dramatically improve XPCS capabilities to visualize dynamical hetero-
geneities, dissipative mesoscale fluctuations, and advective responses to shear in
non-equilibrium fluids [207]. The 100-fold increase in coherent flux from the ERL (versus 3™
generation source) will allow measuring time scales that are 10* times faster and make possible
numerous experiments that today are beyond reach. These experiments will impact the synthe-
sis of next generation soft materials and expand understanding of connections between dynam-
ics and rheological macroscopic properties of highly interacting complex fluids. In terms of the
impact on society, it is important to recognize that most materials of interest to industry are
complex in both dynamics and structure, which together complicate data analysis and interpre-
tation. The origins of many materials properties and behaviors involve molecular-scale fluctua-
tions on length scales of 10-1000 nm and 10°-10? second time scales. XPCS can directly
measure these fluctuations, but extracting useful information from most materials on these length
and time scales require 2-3 orders more coherence flux to be practical.
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Table 1: Parameters used to compare third and fourth gener-
ation X-ray sources

APS ESRF Spring8 NSLS I ERL High | ERL High | ERL
Coherence Flux nanofocus
Energy (GeV) | 7.0 6.03 8.0 3.0 5.0 5.0 5.0
AE/E (%) 0.096 0.11 0.11 0.099 0.02 0.02 0.02
o | Current (mA) 100 200 100 500 25 100 25
© | &' (nm-rad) 2.5 4.025 34 0.508 0.016° 0.06 0.016°
3 | Coupling 0.00969 0.006 0.002 0.016 1 1 1
A1 ¢ /¢, (nm-rad) 2.49/0.024 | 4.0/0.024 | 3.39/0.007 | 0.5/0.008 | 0.008/0.008 | 0.03/0.03 | 0.008/0.008
§ £/ p, (m) 144/4 0.5/2.73 21.7/14.1 |2.02/1.06 | 3.98/3.98 3.98/3.98 | 0.16/0.16
ol a/a 0/0 0/0 0/0 0/0 0/0 0/0 0/0
é) 7./ 1, (m) 0.124/0 0.037/0 0.103/0 0/0 0/0 0/0 0/0
N/ n’y 0/0 0/0 0/0 0/0 0/0 0/0 0/0
o,/ 0, (Lm) 224/9.82 | 60.5/8.10 | 294/9.78 31.8/291 | 5.64/5.64 10.9/10.9 | 0.98/0.98
o',/ o’, (urad) 13.2/2.46 | 89.5/2.97 | 12.5/0.69 | 157/2.75 | 1.42/1.42 2.75/2.75 | 8.17/8.17
Type Undulator | Invacuum | In vacuum | U20 un- | Helical Delta | Helical Helical Delta
A undulator | undulator dulator Delta
° Beamline 8ID 1D27 BL19XU Projected | Projected Projected | Projected
© | Length (m) 24 4 25 3 25 25 0.75
2 | Period (mm) 33 23 32 20 18 18 18
“ | Min. Gap (mm) | 10.5 6 12 5 5 5 5
5‘ B (T) 0.891 0.75 0.59 0.97 0.85 0.85 0.85
>'< Konax 2.74 1.61 1.76 1.81 1.43 1.43 1.43
~ | /%, (um) 224/10.1 | 60.5/8.56 | 294.1/12.0 | 32.1/5.11 | 8.99/8.99 13.0/13.0 | 1.55/1.55
§ /2, (urad)’ 143/6.21 | 89.6/5.31 | 12.6/1.89 | 18.0/9.21 | 2.26/2.26 3.26/3.26 | 13.1/13.1
S | Spectral 42x10" | 1.6x10% 6.4x10% 8.9x10%° | 8.0x10% 8.9x10% | 3.5x10"
= | Brightness™
5 Coherent Frac- | 0.080 0.054 0.085 0.82 24 6.6 36
tion (%)"
Coherent Flux | 2.5x10" | 9.5x10"" | 3.9x10" 54x10"% [ 4.8x10" 54x10" | 2.1x10"
(ph/s/0.1%)°
* SPECTRA-8.0.10 calculates &, and ¢, based on a “Natural Emittance” parameter (ey) and the coupling constant, so we have
included ey in this table. Spectra models an isotropic source as having unit coupling, ey is therefore double that of ¢, and &,.
When comparing an ERL with existing sources, ¢, and ¢, are the relevant parameters, not .
® Values at 8 keV. =, ¥ refer to width and divergence, resp.
¢ Spectral Brightness reported in standard units of ph/s/mm?*/mrad®/0.1% bw.
Table 1. Parameters used to calculate spectral brightness and coherent flux in figure 1. Values for other sources are good
faith estimates based on information posted by the sources on their websites. Nominal values were used where possible to
give a fair comparison between existing and projected sources. In the case of NSLS 11, the emittances used are for the 8
damping wiggler configuration. All calculations were performed using SPECTRA-8.0.10 [208].

Parameters based on table shown in Reference [12]
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