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Across the millimeter and submillimeter sky, we see relic radiation giving evi-

dence that the early universe went through a hot, dense phase out of which all

modern structures (stars, galaxies, galaxy clusters, etc.) eventually coalesced.

Precision measurements of this light, the cosmic microwave background, serve

as a foundation to our modern understanding of the universe and present us

with a means to probe physics at a wide range of scales. Higher precision

measurements will further inform our models of the universe and provide con-

straints on beyond-standard-model physics, such as dark energy, inflation, and

the existence of additional light relativistic particles in the early universe.

Attaining these higher constraints with upcoming ground-based observato-

ries such as the Fred Young Submillimeter Telescope and the Simons Observa-

tory will require unprecedented numbers of superconducting detectors operat-

ing at nearly the fundamental limits of sensitivity. One such detector technol-

ogy is the kinetic inductance detector (KID), a superconducting resonator that

allows for natural multiplexing and photon-limited performance. Prime-Cam,

one of two primary survey instruments for the CCAT collaboration’s six-meter

Fred Young Submillimeter Telescope, will ultimately deploy more than 100,000

KIDs across seven independent instrument modules.

In this thesis, we present an overview of some of the author’s contributions

to the field of experimental cosmology as a member of the Atacama Cosmol-



ogy Telescope, Simons Observatory, and CCAT collaborations. In particular,

we describe the development, design, and test of many key elements of the

detectors and readout for the 280 GHz and 350 GHz instrument modules for

CCAT’s Prime-Cam receiver. We provide a comparative analysis of aluminum

and titanium-nitride-based KIDs, the two most common KID materials at mil-

limeter and submillimeter wavelengths, both of which are being used in Prime-

Cam. We then describe the cryogenic readout system for the 280 GHz instru-

ment module, including a demonstration of photon-noise limited performance

with prototype detectors. Next, we detail the cryogenic focal planes and detec-

tor array modules for the 280 GHz instrument module and provide status up-

dates on the three completed arrays. We conclude with a discussion of several

interesting science cases that these technologies may enable when deployed.



BIOGRAPHICAL SKETCH

Cody Duell was born and raised in Norwich, NY. In 2010, he graduated from

Seton Hall University, receiving a Bachelor of Arts with Honors in Philosophy

and a minor in Classical Civilizations. In 2011, Cody was married to Hope Spi-

thaler, who he met in his first days attending Seton Hall. In 2017, he completed

a Bachelor of Science with Honors from the City College of New York (CCNY)

with a concentration in Physics and a minor in Mathematics. During his time at

CCNY, he conducted research in computational biophysics under Prof. Marilyn

Gunner, using Monte Carlo methods to explore changes in local charge states as

proteins bind or lose ions.

In the late summer of 2017, Cody joined the Department of Physics at Cornell

University as a graduate student, and in spring of 2018 he joined the research

group of Michael Niemack where his first project was to take the group’s first

measurements of kinetic inductance detectors. During his time in the Niemack

lab, he has been involved in several collaborations, including the Atacama Cos-

mology Telescope, the Simons Observatory, and CCAT. His primary research

has been in the development of superconducting detectors and readout tech-

nologies for the upcoming SO and CCAT instruments. Additionally, he has

worked with data from the Atacama Cosmology Telescope in searches for time-

domain signals including magnetars and fast radio bursts.

Cody and Hope welcomed their son, Arlo, in March of 2021 and their daugh-

ter, Iris, in December of 2023. After completing his graduate studies, Cody will

be remaining at Cornell to contribute towards the deployment of CCAT’s first

light instrumentation.

iii



To Mom and Dad

for bringing me up.

To Arlo and Iris

for lighting up my sky.

To Hope

for more than I have words to say.

iv



ACKNOWLEDGEMENTS

In a thesis about KIDs, it feels appropriate to say that it took a village. There

are so many people who inspired and encouraged me on my journey that I am

certain to fall short in trying to acknowledge all of them. Nonetheless, I will try

to do so here.

First, I would like to thank my advisor, Mike Niemack. Upon arriving at

Cornell, I didn’t plan to study experimental cosmology and had only very naive

conceptions of what that would even entail, but through a few casual conversa-

tions you won me over, and I couldn’t be happier that you did. Thank you for

your enthusiasm. Thank you for your abundant patience. Thank you for being

a positive example of how to balance family with academic pursuits. Most of

all, thank you for continually guiding, supporting, and pushing me in my work.

Next, I want to say thank you to Jim Cordes and Liam McAllister for provid-

ing valuable feedback, advice, and encouragement while serving on my com-

mittee over the past several years.

I was fortunate to be a part of an amazing research group. To those who

preceded me as graduate students - Brian, Pato, Jason, Eve, and Nick - thank

you for showing me the ropes, mentoring me, and your friendship. I’ll always

associate closing up the DR with dollar beers and popcorn. To the current grad-

uate students - Zach, Ben, Lawrence, Rodrigo, Alicia, and Ema - thank you for

sharing the load and supporting me however was needed. To Steve Choi and

Yaqiong Li: thank you for sharing your incredible levels of expertise and for

your mentorship. To Sam Walker: thank you for your infectious enthusiasm

and encouragement. Lastly, a massive thank you to the many undergraduates

I’ve worked with over the years, including Noah, Pedro, Haruki, Colin, Jesse,

Kshama, Erik, Mahiro, and many more.

v



Beyond our group, Cornell has been an amazing place to do research, and

there are so many individuals whose knowledge and kindness I have bene-

fited from. Thank you to Gordon Stacey, Terry Herter, Thomas Nikola, Nick

Battaglia, Abby Crites, Amit Vishwas, Steve Parshley, and George Gull for sev-

eral years of collaboration on CCAT and other topics. Thank you to Shami Chat-

terjee for your advice and guidance in my time domain studies (though it didn’t

quite make it to this thesis). Thank you to Paul Corlies for teaching me almost

everything I know about our lab’s FTS.

The technical work here would not have been possible without my many

external collaborators. A massive thank you is owed to the folks at NIST, partic-

ularly Hannes Hubmayr, Jiansong Gao, Jay Austermann, Jordan Wheeler, and

Mike Vissers. You made my many visits to Boulder some of the highlights of

my graduate experience and taught me a tremendous amount. Thank you to

the many colleagues and friends that I met as a part of ACT, SO, and CCAT,

including Phil Mauskopf, Chris Groppi, Adrian Sinclair, Sam Gordon, Yilun

Guan, Fernando Zago, Arthur Kosowsky, Heather McCarrick, Suzanne Staggs,

Lyman Page, Mark Devlin, Brad Dober, Sarah-Marie Bruno, Erin Healy, Yuhan

Wang, Max Silva-Fever, Adam Hincks, Sigurd Naess, Jesse Treu, Emily Bier-

mann, Shawn Henderson, Stefania Amodeo, and many more.

Away from the lab, there have been so many friendly faces who have helped

to make my time at Cornell a joy. Thank you to Kacey Acquilano, Craig Wiggers,

Debra Hatfield, Casey Neville, and many others from the Physics Department

for making it such a welcoming place when I arrived and throughout my time.

To my many friends through Cornell - Naomi, Michelle, Divya, Tres, Kevin,

Margaret, Shaun, Mari, Derek, Dante, Eamonn, Sam, and many, many others - I

cannot thank you enough for keeping me sane and entertained. I am especially

vi



thankful for Ofri and Laura and for Mike and Mike.

To my friends in Ithaca, including Katie, Andrew, Eva, Dylan, Jenn, Brad,

Christine, Amelia, David, Diana, Sarah, and Morgan: thank you. To my friends

from the outside world: Kyle, Jay, Cadell, John, Marc, Lucie, Eric, Sara, Ross,

Sabina, Tim, Michele, Linda, Drew, Jordan, Nick, Dylan, Jenny, Greg, Shanna,

Christian, and many, many more: thank you. To my old friend, Scott: thank you

and I miss you. Thank you to my mentors at City College of New York, Prof.

Gunner and Prof. Nair, as well as to my friends and colleagues there. Thank

you to my mentors at Seton Hall University, particularly Prof. Lake and Prof.

Stark.

Finally, I would like to thank my family. I have so many aunts, uncles, and

cousins who have been such a constant blessing to have in my life that I don’t

even dare trying to list them all here. A special thanks to Scott, Shirley, Emma,

and Josh for being such a massive help from even before we moved to Ithaca.

To my sister, Lacey: thank you for inspiring me from day one and still going

strong. To the rest of the Williams family: I love you and thank you. To my

grandma: I wish you could have seen me here, but thank you for 35 years of

love. To my father-in-law, Marty: thank you for all your support in ways both

large and small. To my cat, Yama: thanks for the snuggles. I already fed you.

You’re not getting more. To Mom and Dad: thank you for laying my foundation

and providing endless love and support. I can never thank you enough for

making all of this possible.

To my 3-year-old, Arlo and my 4-month-old, Iris: thank you for being pa-

tient when Daddy has to work and for bringing me joy in the most routine and

unexpected moments. You make all of this worthwhile.

Lastly, to my wife, Hope: I can not begin to express how thankful I am for

vii



you. Thank you for your patience through these seven eventful years. In full

sincerity, I wouldn’t be half of the man I am without your love and support. I

would marry you again eight days a week. I love you and thank you.

viii



TABLE OF CONTENTS

Biographical Sketch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

1 Introduction 1
1.1 Cosmology & The Expanding, Evolving Universe . . . . . . . . . 2
1.2 The Cosmic Microwave Background . . . . . . . . . . . . . . . . . 5
1.3 The Local & Evolving Universe . . . . . . . . . . . . . . . . . . . . 9
1.4 CCAT & The Fred Young Submillimeter Telescope . . . . . . . . . 13

1.4.1 Prime-Cam . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.2 280 GHz Instrument Module & Mod-Cam . . . . . . . . . 15

1.5 Superconducting Detectors . . . . . . . . . . . . . . . . . . . . . . 16

2 Microwave Kinetic Inductance Detectors 18
2.1 Conductors & Complex Conductivity . . . . . . . . . . . . . . . . 19
2.2 Superconductivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.1 Basic Phenomenology: Cooper Pairs & Quasiparticles . . . 21
2.2.2 Quasiparticle Generation & Recombination . . . . . . . . . 24
2.2.3 Penetration Depth & Thin Films . . . . . . . . . . . . . . . 30
2.2.4 Complex Conductivity: Mattis-Bardeen Theory . . . . . . 31

2.3 Microwave Resonators & S-Parameters . . . . . . . . . . . . . . . 37
2.3.1 Preliminaries: Microwave Networks & S-parameters . . . 37
2.3.2 Resonant Circuits & Quality Factors . . . . . . . . . . . . . 38

2.4 Principles of Kinetic Inductance Detectors . . . . . . . . . . . . . . 43
2.4.1 Surface Impedance of MKIDs . . . . . . . . . . . . . . . . . 43
2.4.2 Responsivity . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.3 Nonlinearity & Bifurcation . . . . . . . . . . . . . . . . . . 53

2.5 Sensitivity & Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.5.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.5.2 Time Constants . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.5.3 Photon Noise . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.5.4 Generation-Recombination Noise . . . . . . . . . . . . . . 62
2.5.5 TLS Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.5.6 Total NEP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3 Comparisons of TiN & Al Kinetic Inductance Detectors 66
3.1 Designs for 280 GHz TiN and Al Pixels . . . . . . . . . . . . . . . . 68
3.2 Data and Testing Methods . . . . . . . . . . . . . . . . . . . . . . . 69

3.2.1 Al Detector Overview . . . . . . . . . . . . . . . . . . . . . 72

ix



3.2.2 TiN Detector Overview . . . . . . . . . . . . . . . . . . . . 76
3.3 Preliminary Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.4 Detector Nonlinearity . . . . . . . . . . . . . . . . . . . . . . . . . . 82

3.4.1 Types of Nonlinearities . . . . . . . . . . . . . . . . . . . . 83
3.4.2 Unwrapping the Resonance Circle . . . . . . . . . . . . . . 86
3.4.3 Nonlinearity Measurements . . . . . . . . . . . . . . . . . . 87

4 Cryogenic Readout of KIDs 93
4.1 Readout Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.1.1 Thermal Noise . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.1.2 Amplifier Noise . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.2 Instrument Module Readout Overview . . . . . . . . . . . . . . . 99
4.3 Network Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.4 Module Mechanical Design Details . . . . . . . . . . . . . . . . . . 105

4.4.1 Interface to Arrays . . . . . . . . . . . . . . . . . . . . . . . 105
4.4.2 Transition to 1 K . . . . . . . . . . . . . . . . . . . . . . . . 107
4.4.3 Transition to 4 K . . . . . . . . . . . . . . . . . . . . . . . . 109
4.4.4 Rear of Module . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.5 Readout Harness . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.6 Performance Validation . . . . . . . . . . . . . . . . . . . . . . . . 113

5 CCAT’s First Three KID Arrays 120
5.1 Instrument Module Overview . . . . . . . . . . . . . . . . . . . . . 121

5.1.1 Temperature Stages & Optics . . . . . . . . . . . . . . . . . 122
5.1.2 Magnetic Shielding . . . . . . . . . . . . . . . . . . . . . . . 123
5.1.3 Focal Plane Layout . . . . . . . . . . . . . . . . . . . . . . . 125

5.2 First CCAT KID Array . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.2.1 Design Considerations . . . . . . . . . . . . . . . . . . . . . 127
5.2.2 Assembly Concerns & Validation . . . . . . . . . . . . . . . 130

5.3 Second & Third 280 GHz KID Arrays . . . . . . . . . . . . . . . . . 133
5.3.1 Design Considerations . . . . . . . . . . . . . . . . . . . . . 134
5.3.2 Assembly Process . . . . . . . . . . . . . . . . . . . . . . . . 137

5.4 Current Array Statuses . . . . . . . . . . . . . . . . . . . . . . . . . 137

6 Conclusion 143
6.1 Science with FYST . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

6.1.1 CMB Foregrounds . . . . . . . . . . . . . . . . . . . . . . . 144
6.1.2 Rayleigh Scattering of the CMB . . . . . . . . . . . . . . . . 147

6.2 Towards First Light . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.3 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . 151

x



LIST OF TABLES

4.1 A summary of all of the cryogenic readout components leading
up to the first stage amplifier. . . . . . . . . . . . . . . . . . . . . . 103

4.2 Expected thermal loading from readout components at each of
the 4 K, 1 K, and 100 mK stages of the 280 GHz instrument module.104

xi



LIST OF FIGURES

1.1 Schematic diagram of the history of the universe. . . . . . . . . . 3
1.2 Full sky maps of the CMB temperature and polarization

anisotropies produced by the Planck collaboration. . . . . . . . . 6
1.3 Measured power spectra of the CMB temperature and polarization. 8
1.4 Transient events found from a systematic, map-based search of

ACT data from 2017 to 2019 . . . . . . . . . . . . . . . . . . . . . . 11
1.5 Composite maps of the Galactic center region made using ACT

data coadded with Planck data. . . . . . . . . . . . . . . . . . . . 12
1.6 Fred Young Submillimeter Telescope optical design and site. . . . 13
1.7 Model of Prime-Cam and picture of Mod-Cam in lab . . . . . . . 14

2.1 The gap energy ∆ as a function of normalized or reduced tem-
perature (T/Tc) for aluminum. . . . . . . . . . . . . . . . . . . . . 24

2.2 The quasiparticle density, nqp, as it varies with the reduced tem-
perature for aluminum. . . . . . . . . . . . . . . . . . . . . . . . . 26

2.3 Quasiparticle lifetimes for a variety of operating conditions and
parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.4 Complex conductivity and dσ
dnqp

(both normalized by σn) as a
function of bath temperature. . . . . . . . . . . . . . . . . . . . . . 35

2.5 A circuit diagram of a single capacitively-coupled resonator
along with a polarization-sensitive kinetic inductance detector
pixel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.6 Diagram showing the complex transmission for a resonator
demonstrating various environmental effects. . . . . . . . . . . . 42

2.7 Calculated shifts in resonance frequency and quality factor with
changing bath temperature. . . . . . . . . . . . . . . . . . . . . . . 46

2.8 Multiple methods of viewing the effects of nonlinear kinetic in-
ductance on the resonator trace. . . . . . . . . . . . . . . . . . . . 55

2.9 The range of different time scales relevant for KID performance
in Prime-Cam’s 280 GHz module. . . . . . . . . . . . . . . . . . . 60

3.1 Pixel designs for both TiN and Al KIDs. . . . . . . . . . . . . . . . 67
3.2 Block diagrams of the cryogenic RF chains for data presented

here. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.3 Measurement instrumentation for Al ”witness” pixels. . . . . . . 70
3.4 Measurement instrumentation for TiN detectors. . . . . . . . . . 71
3.5 All five Al detectors from the witness pixel chip shown at 100 mK

bath temperature under a 13 K blackbody load. . . . . . . . . . . 73
3.6 The ratio of the Q/Qc as a function of raw probe tone power in

dBm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.7 Fractional frequency shift and internal loss (Q−1

i ) vs. bath tem-
perature based on fitted data from five Al detectors under a 3 K
blackbody load. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

xii



3.8 Internal loss over total resonator internal energy (Q−1
i ) for an Al

resonator as a function of bath temperature and internal power
dissipated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.9 The narrow band used for bath temperature sweeps with the
specific resonators starred. . . . . . . . . . . . . . . . . . . . . . . 77

3.10 Plots of the ratios Q/Qc for all 25 TiN detectors as a function of
bath temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.11 Fractional frequency shift and internal loss (Q−1
i ) vs. bath tem-

perature based on fitted data from a TiN detector. . . . . . . . . . 79
3.12 Typical response to changing tone power and bath temperature

for TiN and Al with a 10 dB offset between powers for readabil-
ity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.13 Transformed resonance circles as a function of raw tone power
for a typical TiN detector. . . . . . . . . . . . . . . . . . . . . . . . 88

3.14 Calculated resonator parameters A(ω) and y(ω) for TiN detector
demonstrating standard nonlinear behavior. . . . . . . . . . . . . 89

3.15 Transformed resonance circles as a function of raw tone power
for a typical Al detector. . . . . . . . . . . . . . . . . . . . . . . . . 90

3.16 Calculated resonator parameters A(ω) and yc(ω) for Al detector
demonstrating complex nonlinear behavior. . . . . . . . . . . . . 91

4.1 The entire cryogenic readout chain in Mod-Cam, including the
instrument module (shown in cut-away view) and readout har-
ness components. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.2 Network layout for the 280 GHz and 350 GHz instrument mod-
ules within both Prime-Cam and Mod-Cam, excluding the ma-
jority of the warm readout electronics. . . . . . . . . . . . . . . . . 101

4.3 Cut-away overview of transitions from detector arrays to low
noise amplifiers (LNAs) outside of the magnetic shielding at 4 K. 106

4.4 The 100 mK interface to the array shown for one of three arrays
in Solidworks, and everything from the 100 mK stage except for
the coaxial cables. . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.5 The 100 mK to 1 K transition shown in Solidworks and during a
test assembly, as well as the assembly jig. . . . . . . . . . . . . . . 108

4.6 Cryogenic assembly test of the transition from 1 K to 4 K. . . . . 109
4.7 Wide and close-up views of the transition out of the magnetic

shield during a cryogenic test assembly. . . . . . . . . . . . . . . 111
4.8 Rear of the 280 GHz instrument module as seen in Solidworks

and during a cryogenic assembly test in Mod-Cam. . . . . . . . . 112
4.9 Transmission amplitude measurements acquired at room tem-

perature for the instrument module only portion of the cold
readout. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

xiii



4.10 Example transmission amplitude measurements acquired at
room temperature for the stripline and transition PCB portion
of the cold readout. . . . . . . . . . . . . . . . . . . . . . . . . . . 116

4.11 Full chain transmission amplitude measurements acquired at
base-temperature in Mod-Cam for a full cryogenic test. . . . . . . 117

4.12 Responsivity and noise measurements for one of the 280 GHz
aluminum witness detectors measured with an RFSoC. . . . . . . 119

5.1 Cross-section view of the 280 GHz instrument module. . . . . . . 121
5.2 Ray-trace of the cold optics for one of the Simons Observatory

optics tubes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.3 A comparison of the measured dark Qi values and close-up view

of transmission data both with and without a magnetic shield for
one network on the 280 GHz TiN KID array. . . . . . . . . . . . . 124

5.4 Rear view of the magnetic shield with readout components only
partially assembled and installed for clarity. . . . . . . . . . . . . 124

5.5 Layout of the 100 mK stage within the 280 GHz instrument mod-
ule. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

5.6 An exploded view of the Al-feedhorn focal plane assembly. . . . 127
5.7 Several key features of the mechanical designs for the first CCAT

KID array. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.8 Top and bottom of the first completed 280 GHz KID array. . . . . 130
5.9 Full array package with detector array and shorting wafer dur-

ing assembly validation testing. . . . . . . . . . . . . . . . . . . . 132
5.10 An exploded view of the Si-feedhorn focal plane assembly . . . . 133
5.11 An exploded view of the feedhorn and wafer stack, including

the backing wafer, detector array, and a combined layer for the
waveguide interface plate (WIP) and spacer wafers. . . . . . . . . 135

5.12 Example image used for verification of warm feedhorn align-
ment with detector absorbers . . . . . . . . . . . . . . . . . . . . . 136

5.13 A full sweep of network 5 for the TiN array at a bath temperature
of 145 mK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

5.14 Fractional frequency shift and internal loss vs. bath temperature
based on fitted data from 25 TiN detectors. . . . . . . . . . . . . . 140

5.15 Example histogram of quality factors from a single representa-
tive network from the completed TiN array. . . . . . . . . . . . . 141

5.16 The expected number of usable resonators from the first alu-
minum KID array, with the expected range of internal quality
factors during operation shown in gray. . . . . . . . . . . . . . . 142

6.1 A comparison of the effective resolution for measurements of
dust polarized intensity at signal-to-noise ratio > 3 for Planck
at 353 GHz and Prime-Cam at 350 GHz. . . . . . . . . . . . . . . . 144

xiv



6.2 The systematic bias in measurements of the tensor-to-scalar ra-
tio, r, from SO can be improved with data from FYST. . . . . . . . 145

6.3 Visibility functions for Rayleigh and Thomson scattering of pho-
tons as a function of conformal time. . . . . . . . . . . . . . . . . . 146

6.4 The Rayleigh autospectra at various frequencies (in GHz) in tem-
perature and E-polarization. . . . . . . . . . . . . . . . . . . . . . 149

6.5 Predicted sky emission versus for various frequency channels on
Prime-Cam and forecasted SNR for the CMB-Rayleigh scattering
cross-spectrum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

xv



CHAPTER 1

INTRODUCTION

Cosmology is one of the only areas of modern physics that sensitively de-

pends on calculations from both general relativity and particle physics. It is a

triumph of modern science that these theories governing such distinct domains

– the incomprehensibly large and the inconceivably minute – yield sensible pre-

dictions that have been verified to great accuracy. This convergence of domains

makes the field of cosmology and the extreme environment of the early universe

uniquely insightful as a testing ground for new physics. By using the universe

as our test system, we have the opportunity to study physics that is often inac-

cessible by any other means.

At the same time, we are restricted in observational cosmology and astro-

physics to observing from afar the physics in which we are interested and com-

paring those observations with predictions. Much to the author’s initial disap-

pointment, being an experimentalist in cosmology does not consist of creating

new universes and perturbing the laws of physics or the thermal history.1 Much

of the challenge in the fields of modern cosmology and astronomy is finding (or

building) the right ”eyes” with which to view the universe and suss out the finer

details. The role of the instrument is to capture the true signal and to observe

the sky as accurately and precisely as possible. The confounding effects of try-

ing to observe in the middle of a galaxy at our current point in the history of the

universe (and through an atmosphere in the case of ground-based telescopes)

means decomposing the sky into many combined signals in the analysis, but

through this decomposition we can probe both the extremes of the early uni-

1Yet.
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verse, and the intervening ages that sit between the emission of that light and

its detection.

This dissertation describes the development, design, and test of many key

elements of the detectors and readout for the 280 GHz and 350 GHz instrument

modules for CCAT’s Prime-Cam receiver. In this introduction, I provide some

scientific background to motivate the driving goals of the project, buoyed by ex-

amples from work that I contributed to with the Atacama Cosmology Telescope

(ACT). Chapter 2 describes the underlying physics behind superconducting res-

onators and, more specifically, microwave kinetic inductance detectors (MKIDs

or KIDs), which serve as the driving detector technology for Prime-Cam. Chap-

ter 3 provides a detailed comparison of the two types of MKIDs intended for

deployment with Prime-Cam’s 280 GHz instrument module. Chapter 4 serves

as a description of the cryogenic readout system specific to the 280 GHz and

350 GHz instrument modules, including a demonstration of photon-noise lim-

ited performance in the laboratory with prototype detectors and readout system

in preparation for observations in Chile. Chapter 5 describes many of the key

aspects of cryogenic focal planes and detector array modules for the 280 GHz

module. Finally, Chapter 6 serves as a conclusion and a look forward to what

work remains prior to first light.

1.1 Cosmology & The Expanding, Evolving Universe

It is a remarkable fact that when we look out into the universe we are looking

back in time and the further away we look, the further back we see. In the early

part of the 20th century, as astronomers developed ways to measure cosmolog-

ical distances, several (most famously, Edwin Hubble) came to the somewhat
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Figure 1.1: A schematic diagram depicting the history of the universe as un-
derstood through our current models. Following a hot dense early
phase that lasted a few hundred thousand years, the universe tran-
sitions into a neutral phase and light is able to freely stream in the
form of the cosmic microwave background. This neutral gas then
condenses gravitationally over the course of several hundred mil-
lion years to form more familiar structures, including the first stars
(whose radiation eventually causes the ”re-ionization” of the free
gas), galaxies, and galaxy clusters. Image credit: NAOJ.

shocking realization that many objects in the sky were much further away than

expected and that these distant objects were seemingly all moving away from

us [57, 98, 99]. Moreover, how fast they were moving away was correlated with

how far away they were [58]. These objects, the first non-Milky Way galax-

ies, and the correlation between distance and recession speed (which would

later become known as Hubble’s law or the Hubble-Lemaı̂tre law) were the first

building blocks of observational cosmology. Rather than a static, immovable

heavens, the universe is expanding. Eventually, this expansion was understood

in the context of the ”Big Bang” picture of cosmology.

In the framework of general relativity, expansion is a relatively generic re-

sult of assuming that the universe is isotropic and homogeneous on some large

scale. In other words, the universe looks the same in all directions (isotropic)

and locations (homogeneous) when viewed on large scales [35, 109]. The Big-
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Bang model states that the universe was once extremely hot and dense, and over

time it expanded and cooled to its present state. The assumption of a previous

hot, dense epoch was formulated by George Gamow and his collaborators who

were successful in using it to explain the abundance of light elements, particu-

larly hydrogen and helium, that we see in the universe [6, 7, 40]. The idea was

beautifully confirmed in 1964 with the measurement of the cosmic microwave

background (CMB), a leftover radiation from the hot plasma redshifted to a few

Kelvin in the present day [83].

Since these early formulations, the theory has expanded greatly to encom-

pass additional observations, most significantly the stringent initial conditions

imposed by the CMB’s uniformity [90, 109], the convergent discovery of dark

matter across various observations [13, 88, 91, 111], and the similar emer-

gence of dark energy [84, 89, 112]. Today Big-Bang cosmology has been re-

fined to the modern framework of a universe dominated by dark energy and

gravitationally-shaped by cold dark matter with initial conditions set by a pe-

riod of inflation. This modern paradigm is generally referred to as the standard

model of cosmology or ΛCDM cosmology - where Λ refers to a cosmological

constant, the simplest form of dark energy, and ”CDM” refers to cold dark mat-

ter. ΛCDM has been phenomenally successful in explaining or predicting a wide

variety observations, including the aforementioned light element abundances,

the distribution of matter throughout the universe, and the existence and de-

tailed properties of the CMB.

A general history of the universe according to the standard model of cos-

mology is depicted in Figure 1.1 while a detailed treatment can be found in

[35] and [109]. Following a period of inflationary expansion, the early universe
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was an extreme environment reaching energies many, many orders of magni-

tude higher than those seen at even the most powerful colliders. As expansion-

driven cooling occurred, various processes began to fall out of thermal equilib-

rium or freeze-out. Neutrinos decoupled from the plasma at around one second,

protons fused into light nuclei (deuterium, tritium, helium, etc.) until about

three minutes, and, presumably at some early time period, dark matter fell out

thermal equilibrium with both regular matter and photons and began the slow

process of gravitational collapse. Following the end of light element fusion, also

referred to as big-bang nucleosynthesis, the plasma continued to evolve and

cool down as a tightly coupled gas of electrons, baryons, and photons. After

approximately 380,000 years, the universe had cooled sufficiently for electrons

and protons to combine into neutral hydrogen atoms (a period somewhat con-

fusingly referred to as ”recombination”) allowing photons to freely stream and

baryons to collapse into dark matter potential wells. With the decoupling of

matter and radiation at this point, there is a ”dark” period of several hundred

million years. Eventually, the first hydrogen-rich stars turned on and began to

re-ionize the remaining medium during an extended period referred to as the

epoch of reionization. From this point, roughly one billion years following the

big bang, we are in a universe much closer to what we know today with recog-

nizable galaxies and stars, and an extremely thin, ionized intergalactic medium.

1.2 The Cosmic Microwave Background

The cosmic microwave background serves as one of the key pillars of mod-

ern cosmology and provides us with a rich dataset for probing physics at all

scales. We can use it to peer back throughout cosmic time to the earliest acces-
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Figure 1.2: Full sky maps of the CMB temperature (top) and polarization (bot-
tom) anisotropies from the Planck collaboration. Foreground emis-
sion from the galactic plane has been removed and the brightest fore-
ground regions are outlined in gray in the temperature map. The
temperature map displays the variation about the mean tempera-
ture with the solar dipole removed. Polarization anisotropies are
conveyed by the orientation and length of the black bars, represent-
ing the electric field, atop a reduced resolution temperature map for
visual reference. Figures from [4].
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sible moments in the history of universe. While very nearly a perfect, isotropic

blackbody, the richness of the CMB comes from the minute fluctuations, or

anisotropies, of temperature and polarization. After recombination around

z ≈ 10902, photons freely stream from the surface of last scattering to be du-

tifully measured by telescopes in Chile, picking up small distortions along the

way. Those fluctuations that were imprinted by the primordial plasma are re-

ferred to as primary anisotropies. They show us oscillations or sound waves

in the baryons and electrons about small perturbations in the uncoupled dark

matter distribution during recombination. Those distortions from interacting

with matter along the way are referred to as secondary anisotropies, and carry

additional information about the evolution of the universe. As light propa-

gates through the gravitational landscape, there will be a redshift from the time-

varying gravitational potential it sees (the integrated Sachs-Wolfe effect), and it

will undergo gravitational lensing. There will also be scattering by ionized gas

in both the relatively homogeneous intergalactic medium and gravitationally-

collapsed objects such as galaxy clusters (the Sunyaev-Zel’dovich or SZ effect).

Figure 1.2 shows measurements of the CMB anisotropies by the Planck col-

laboration with the mean temperature of 2.726 K [37] subtracted away, as well as

the solar dipole, which is the Doppler shift introduced by the motion of the solar

system with respect to the CMB rest frame [85]. By characterizing the statistical

distribution across the sky, we can get a much deeper probe into the physics

of ΛCDM cosmology than just the measurements at any one point on the sky.

The angular power spectrum describes the angular size of the fluctuations by

2Given the expansion history of the universe, the redshift of the wavelength, λ, from the
rest value is often used as a shorthand for describing how far away something is in both space
and time. The standard notation comes from the ratio of the observed wavelength, λobs, to the
wavelength in our reference frame, λ0, λobs

λ0
= (1 + z), wherein the present day corresponds to

z = 0.
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Figure 1.3: Recent power spectra measurements in temperature and polariza-
tion based on measurements from a variety of experiments. The
models shown, which are nearly indistinguishable, are from Planck
(dashed), and ACT plus WMAP (solid). The B-mode signature due
to primordial inflation with tensor-to-scalar ratio of r=0.1 is shown
as a dot-dashed line. The lower plot shows the temperature and E-
mode cross-correlation spectra. Figure from [19].
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decomposing the sky into spherical harmonics and taking the correlations in

temperature or polarization as a function of multipole moment, l. Figure 1.3,

taken from [19], shows several recent measurements of the angular power spec-

tra for temperature and E- and B-mode polarization, as well as the temperature

and E-mode cross-correlation spectra in the lower plot. The structure of these

curves can be seen quite clearly and is perhaps the strongest confirmation of

ΛCDM. The locations and relative heights of each of the peaks informs us about

the total energy density, the baryonic and cold dark matter densities, the nature

of the initial inflationary density perturbations, and the optical depth at reion-

ization. All of this data is well-described by a parametrization of ΛCDM with

just six parameters, shown in Figure 1.3 in solid and dashed lines. These repre-

sent the current forefront of the field based on work I contributed to as part of

the ACT collaboration. At the same time, there is also more to be learned from

these spectra. As we move to ever-higher multipoles, ever-better noise perfor-

mance (particularly in polarization), and additional frequency bands, we can

begin to further distinguish between models with additional parameters.

1.3 The Local & Evolving Universe

The story described in the previous section is, of course, incomplete. Besides the

CMB, we see objects in the local universe across a wide range of angular scales.

Stars appear as point sources, while nearby galaxies or more distant galaxy clus-

ters appear as extended objects of relatively small angular size. Dust within our

galaxy emits at slightly higher temperatures, dominating the large angular scale

power at far-infrared frequencies. When studying the CMB power spectrum,

the light from these sources can be considered contaminating foregrounds. They
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add or remove power from different angular scales by either adding their own

emission or by absorbing and blocking the CMB photons. The most heinous

example of this is the impact of galactic dust on the polarization spectra. A

detection of low-l power in the B-mode spectra would be a unique signature

of inflationary gravitational waves, yet even models with relatively strong sig-

nals in this B-mode spectra are swamped by the B-mode emission from nearby

dust. At the same time, you could say that one person’s foregrounds are another

person’s science case, and there are marvelous synergies for doing additional

science while observing the CMB.

As an example of these synergies, we can consider galactic and time domain

science. Observing the CMB requires observing large areas of the sky with a

high cadence. This is very different from the observing strategies for targeting

specific astronomical objects, as we are motivated by a desire to increase the

overall statistics of our sky sample when measuring the power spectrum. For

example, while observing as part of the ACT collaboration, we covered nearly

half of the total sky and we might expect to return to the same patch of sky on a

cadence of roughly two weeks. Within these observations then, there is a wealth

of data for studying our local galaxy, as well as seeking out transient events or

time domain signals.

One of the most wide open areas for study in the microwave regime is the

frequency and nature of transient phenomena. Some of the most exciting ob-

servations at other frequencies have come from transient phenomena such as

supernovae, fast radio bursts, active galactic nuclei, and gamma ray bursts.

Additionally, time domain signals from periodic objects such as pulsars and

Cepheid variables are both inherently interesting as astronomical objects and
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Figure 1.4: Transient events found from a systematic, map-based search of data
from 2017 to 2019 with the Atacama Cosmology Telescope (ACT).
Most of these events were spatially coincident with bright stars. Fig-
ure from [65].

important for their use in probing other aspects of the universe. At this time,

there have only been a handful of blind searches in the microwave sky for tran-

sients [51, 65, 113]. Figure 1.4 shows the results of one of those searches using a

subset of ACT data that had already been processed into 3-day maps as part of

a targeted search for Planet 9 [73]. Given the varying noise levels and cadences

over any given 3-day period, this strategy was only able to uncover a small

fraction of transients within the data and will be improved in a forthcoming

publication that uses single-observation depth maps.

On the other end of the spectrum, we can consider the large amount of

foreground data that can be associated with the galactic plane. In CMB map-

making, it is important to either remove galactic foreground emissions based

on a model, or to mask those regions with strong emissions. The effects of this

can be seen in Figure 1.4 as part of the galactic plane appears as an extended

cold streak. At the same time, we can use this data to study dust and other
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Figure 1.5: Composite maps of the Galactic center region made using data from
ACT coadded with Planck data. Total intensity is shown on the top
panel, while polarization intensity is shown on the bottom panel
with the colors in each representing the 90 GHz (red), 150 GHz
(green), and 220 GHz (blue) bands. Figure from [49].

millimeter emission within our galaxy. Figure 1.5 shows multi-frequency maps

of the galactic center region made using ACT data coadded with Planck data in

total intensity and polarization intensity. This combination of multi-band cover-

age and polarization sensitivity enabled us to probe the magnetic field structure

and spatially varying emission mechanisms within the galactic center [49].
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Figure 1.6: (Upper left) A view of Cerro Chajnantor, the site for FYST. (Lower
left) The expected improvement in mapping speed as a function of
frequency when compared to the nearby ALMA plateau. (Right) A
cross-section of FYST with optics focused into the receiver cabin. Fig-
ure from [106].

1.4 CCAT & The Fred Young Submillimeter Telescope

The Fred Young Submillimeter Telescope (FYST3) is a six-meter aperture tele-

scope being built by the CCAT collaboration4 near the summit of Cerro Chajnan-

tor in the Atacama Desert of northern Chile [21, 82]. At an elevation of 5600 me-

ters, FYST will employ a modified off-axis, crossed-Dragone design [76], which

offers a wide field-of-view and high throughput to take advantage of the ex-

ceptional atmospheric conditions. Figure 1.6 shows the site and optical designs

for FYST, along with a plot of the anticipated improvement in mapping speed

in comparison to the nearby ALMA plateau. Planned broadband, polarimetric

surveys at five different frequency bands (220, 280, 350, 410, and 850 GHz) along

with simultaneous spectroscopic surveys (with R ∼ 100 from 210 to 420 GHz)

3Pronounced like “feast.”
4CCAT is an international consortium including researchers from the USA, Canada, Ger-

many, and Chile.
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will take advantage of FYST’s combination of wide field-of-view, a low emissiv-

ity telescope, and extraordinary atmospheric conditions [21]. FYST is scheduled

to begin making observations in 2025.

1.4.1 Prime-Cam

Figure 1.7: (Left) A model of the Prime-Cam cryostat with a potential instru-
ment module configuration from [17]. (Left) Mod-cam, the first light
receiver and module testbed, shown in lab from [107].

With FYST’s unparalleled survey capabilities in the submillimeter, CCAT

will target a diverse set of science goals in cosmology and far-infrared astron-

omy [21]. These include:

• Investigating the formation, growth, and large-scale structure of the first

star-forming galaxies through spectroscopic intensity mapping of the red-

shifted [CII] line;

• Improving constraints on primordial gravitational waves and new par-

ticle species obtainable from observations of the cosmic microwave back-

ground (CMB) by characterizing signal-limiting foreground dust polariza-

tion across multiple wavelengths;
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• Probing fundamental physics such as dark energy and the sum of the neu-

trino masses through the Sunyaev-Zel’dovich (SZ) effect;

• Revealing the effects of active galactic nuclei-star formation feedback in

clusters by measuring the SZ signal for more than 1000 galaxy clusters;

• Tracing the history of dusty star formation by combining photometric

measurements from CCAT-prime surveys with those made at optical and

near-infrared wavelengths;

• Expanding our understanding of the variable millimeter and submillime-

ter sky across a wide range of time-scales through a combination of wide-

area and focused surveys with high cadence.

Much of the first-generation science goals will be tackled by Prime-Cam5

(shown in Figure 1.7), an instrument that has been previously detailed in [106].

Prime-Cam is a 1.8-m diameter cryostat that will host up to seven independent

instrument modules spanning 220–850 GHz, each with a ∼1.3 degree field-of-

view, allowing for the completion of simultaneous broadband and spectroscopic

surveys [17].

1.4.2 280 GHz Instrument Module & Mod-Cam

As Prime-Cam will not be ready at first light, the first of the Prime-Cam in-

strument modules, the 280 GHz module, will be tested and deployed within

Mod-Cam, a single module testbed for telescope commissioning and develop-

ment of future modules. The 280 GHz instrument module will be used for both
5Additionally, a two-color heterodyne array receiver, CHAI (the CCAT-prime Heterodyne

Array Instrument) will occupy 25% of FYST’s observing time over the first five years of opera-
tion.
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wide-field and small-field surveys and is populated with three independent,

feedhorn-coupled detector arrays with a shared optical path. By capitalizing

on advances in the fabrication of large format arrays of background-limited po-

larimeters [9, 12, 59], this first module will deploy ∼10,000 detectors on three

hexagonally-tiled 15 cm wafers and will lay the foundation for the eventual

100,000+ detectors that will be deployed on Prime-Cam. Details of Mod-Cam

and the 280 GHz instrument module can be found in [107].

1.5 Superconducting Detectors

When observing in the millimeter and sub-millimeter with a ground-based tele-

scope such as FYST or ACT, detector technology has reached a point of maturity

where the most significant gains can only be made by adding more detectors to

our focal plane. Photon noise-limited performance has been achieved with su-

perconducting transition edge sensors (TESes) [54, 56], however the readout re-

quirements for these detectors is sufficiently complex as to be the limiting factor

in total detector count [53, 55]. These complexities also create a significant cost

and technology barrier for their use by smaller teams or instruments, though

they have the benefit of being a proven technology with relatively mature un-

derstanding of on-sky performance.

In comparison, microwave kinetic inductance detectors (MKIDs or KIDs)

similarly take advantage of the exquisite sensitivity that superconductivity al-

lows, while also being naturally multiplexed in such a way as to significantly re-

duce complexity in both cold readout and fabrication. Because of this promise,

all currently planned instrument modules for Prime-Cam will utilize MKIDs.
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At the same time, MKIDs are substantially less mature in terms of deployment

and our understanding of on-sky performance. While Prime-Cam’s 280 GHz

instrument module will not serve as the first on-sky demonstration of MKIDs

[1, 71, 114], it will be the first deployment in a wide-field survey instrument and

will be at an exceptional site, providing a critical demonstration of their sensi-

tivity and performance in such a context. With all this in mind, the remainder

of this thesis provides significant background and detail on the 280 GHz Instru-

ment Module detectors and readout, much of which is also applicable to the 350

GHz Instrument Module and the rest of the Prime-Cam instrument.
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CHAPTER 2

MICROWAVE KINETIC INDUCTANCE DETECTORS

Microwave Kinetic Inductance Detectors (MKIDs or KIDs) are a type of su-

perconducting microwave resonator that detects light of a given frequency by

coupling incident radiation to an absorbing inductive element. By taking ad-

vantage of the small gap energies associated with the superconducting tran-

sition and tuning the material and geometry of the detector to a desired use

case, MKIDs can offer wide frequency coverage and dynamic range. In this

chapter, we provide a brief overview of the key concepts behind MKIDs, in-

cluding points from the theory of superconductivity and microwave network

analysis. The treatment here is intended to provide all the information needed

for modeling and fitting the responsivity and noise performance of an MKID

both intrinsically and within a noisy environment, as well as understanding the

underlying assumptions and where these models may fail. More specifically,

we introduce the concepts needed to understand the Mattis-Bardeen equations

for complex conductivity in the forms they are used to connect measurable res-

onator parameters to underlying concepts like gap energy, ∆, and quasiparticle

number density, nqp which vary as a function of bath temperature and incident

power [41]. We start with some background information on complex conductiv-

ity followed by a description of the relevant concepts from superconductivity as

they arise from the theory of Bardeen-Cooper-Schreiffer (BCS theory). Then we

discuss the ideas from microwave resonators that are necessary to connect these

concepts to MKIDs. Finally, we relate the equations from superconductivity to

the responsivity and noise performance of MKIDs in response to the various

pair-breaking mechanisms. For a more detailed discussion of the underlying

physics of MKIDs, the author recommends [42]. For a more thorough treatment
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of the concepts from microwave network analysis, see [87].

2.1 Conductors & Complex Conductivity

Before discussing superconductors, it is useful to consider the case of a normal

conductor in the Drude model and how kinetic inductance normally appears

in the conductivity. In this model, the movement of electrons (or other charge

carriers) through a lattice in response to an applied alternating electric field,

E⃗(ω), gives rise to a local form of Ohm’s Law [8]. This take the form

J⃗(ω) = σ(ω)E⃗(ω), (2.1)

where J⃗(ω) is the current density, ω is the angular frequency (related to the

frequency, f , by ω = 2πf ), and σ(ω) is the conductivity. In the Drude model,

σ(ω), is a complex function that captures the competition between free motion

of the electrons and scattering events within the material, taking the form

σ(ω) =
σdc

1 + jωτ
= σ1 − jσ2 . (2.2)

In this equation, σdc, is the DC conductivity (e.g. when ω = 0), τ is the mean

scattering time, and j is defined by j2 = −1.

Generally, we describe the real component of the conductivity, σ1, as the re-

sistive part and the imaginary component of the conductivity, σ2, as the induc-

tive part, because they respectively give rise to a energy dissipation and a phase

lag between the current and the applied field. Moreover, the inductive com-

ponent is referred to as the kinetic inductance, because it is an inductive term

that arises purely from the inertia of the charge carriers. This is energy that gets

stored in the motion of the charge carriers (i.e. kinetic energy). Alternatively, it
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may be useful to think of this as a phase delay that is caused by the finite time

it takes to accelerate a massive particle.

When viewing Equation 2.1, it is easy to see why kinetic inductance is gen-

erally negligible and σ1 ≫ σ2 for normal metals at room temperature. In this

case, electron scattering times are extremely short, on the order of 10−14 s, and

ωτ ≪ 1 even for frequencies up to 10 GHz or more. Considering things in terms

of energy, electrons in a normal metal are scattered too rapidly to effectively

store energy in their motion. This makes for a material that is almost purely

resistive. If we instead consider a case where the mean scattering time increases

such that ωτ ≫ 1, we have a material where σ2 ≫ σ1 and the conductivity can

be thought of as almost purely inductive. This is the case of the superconductor,

which we consider in the following section.

2.2 Superconductivity

Superconductivity is sufficiently rich in both phenomenology and theory that it

can be a daunting subject for the experimentalist whose primary interest is in us-

ing the detectors rather than studying the materials. In this section, we provide

some rough context for the concepts and equations that pertain to MKIDs with-

out delving into the microscopic BCS theory that would be required to derive

them. For those interested in a more detailed understanding of the underlying

theory, [104] is an excellent resource for general knowledge, while the previ-

ously mentioned [42] is a thorough treatment of how these equations arise from

the microscopic theory.
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2.2.1 Basic Phenomenology: Cooper Pairs & Quasiparticles

The defining traits of superconductors are the surprising absence of DC resistiv-

ity below a critical temperature, Tc, accompanied by the expulsion or exclusion

of all static magnetic fields, otherwise known as the Meissner effect1. This can

be understood in the context of BCS theory as arising from the pairing of con-

duction electrons with opposite spin and momentum into bosonic Cooper pairs

that condense into the ground state around the Fermi level with zero net spin

and momentum2 [14]. In this paired state, Cooper pairs are then protected from

scattering by an energy gap, 2∆, which tends towards 2∆0 = 3.528kBTc, with

kB being the Boltzmann constant3, as the temperature T goes to 0. How is this

possible?

The key is the attraction that arises between negatively-charged conduc-

tion electrons through perturbations in the positively-charged ion lattice, i.e.

phonons. This phonon-mediated attraction between electrons is in opposition

to their mutual repulsion through the Coulomb force and allows for the possi-

bility of bound states. A simplified picture is that passing electrons create short-
1While the loss of DC resistance is perhaps more surprising, it’s worth noting that the Meiss-

ner effect is the indicator that something beyond classical electrodynamics is occurring. The
expulsion of existing magnetic fields is distinctly different from the expected behavior of a clas-
sical conductor with zero resistance, which would “freeze in” any existing magnetic flux.

2Two comments on the momentum states of conduction electrons versus Cooper pairs. There
are two questions that quickly arise upon learning about the pairing of opposite momentum
states. First, if the electrons have opposite momentum, how do they stay paired/do they break
and reform with other partner electrons? Second, if the Cooper pair has zero net momentum,
how do we get non-zero current? The answer to the first question is that they do stay paired,
but it no longer makes sense to talk about the individual electrons, as they are now part of a
new object, the Cooper pair. In essence, the electrons are continually scattering between the
various available momentum states by exchange of virtual phonons, but always remaining in
the ground state with zero net momentum. The answer to the second is that they need to have
zero net canonical momentum, p⃗, which is (mv⃗ + eA⃗/c), where m is the mass, v⃗ is the velocity, e
is the charge, A⃗ is the electromagnetic vector potential, and c is the speed of light. In the case of
an applied field, where |A⃗| > 0, this implies non-zero v⃗.

3While I will try to be relatively consistent with writing kB for the Boltzmann constant, there
are also many equations where the subscript is dropped for convenience and I will just use k.
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lived regions of positive charge by attracting nearby ions, which are slower to

relax due to their much higher mass. These regions of positive charge attract

nearby electrons. At higher temperatures, the thermal motions of lattice ions

wash away any coherence to the perturbations of a single electron long before

they can add up to overcome the repulsion. Below the critical temperature, Tc,

the coherence length of these effects grows to overcome the repulsive interaction

and create an energy gap or band gap.

If we think about this in the context of states available to electrons in the ma-

terial, the positive interaction through phonon scattering takes single electron

states around the Fermi energy and allows them to combine into paired states

that have lower total energy. This effectively pushes those states around the

Fermi energy and piles them up on both sides of the Fermi energy. The total

gap in available states is 2∆ and is the cumulative effect of all the possible ways

that a Cooper pair can scatter while remaining in the ground state. A conse-

quence of this is that any unpaired electrons occupying available momentum

states reduces the gap. The equation in the BCS theory that determines whether

∆ exists and how large it is takes the form of a consistency equation, which can

be used to numerically solve for ∆(T ):

1

N0VBCS

=

∫ ℏωc

0

1− 2f{(E2 +∆2(T ))
1
2}

(E2 +∆2(T ))
1
2

dE . (2.3)

The left side of this equation includes N0, which is the single spin density of

states at the Fermi energy, and VBCS , (generally just called V ) which is a poten-

tial energy that governs the interaction strength of electron-phonon scattering.

On the right side, we are integrating over E, which is the single particle energy

relative to the Fermi energy, from 0 (the Fermi level) to some cutoff value, ℏωc,

where ωc is the cutoff frequency4. The f seen in the numerator is the distribution
4This is usually taken to be on order of the maximum energy available to phonons (as limited
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function, which in thermal equilibrium should be the Fermi-Dirac distribution.

This would make the numerator tanh1
2
β(E2 + ∆2)

1
2 , where β = (kBT )

−1. By

solving this equation in the limits of T = 0 and T = Tc, where the gap is ∆0 and

0, respectively, we arrive at the previously mentioned result5

∆0 = 1.76kBTc . (2.4)

The variation in the gap energy as a function of temperature is shown in Figure

2.1 for aluminum, taking Tc = 1.2 K and using a Debye temperature of 450

K. One important thing to notice about this plot is that even up to 0.5 Tc, the

deviation in ∆ from the maximum value at ∆0 is still less than 5%. Considering

the detectors for Prime-Cam generally operate around 0.1 Tc, this is the basis for

later approximations where we assume the gap to be roughly constant at ∆0,

the value when T = 0.

The superconducting state is suitably delicate that it can be broken not just

by adding thermal energy, but also by surpassing a critical applied magnetic

field, Hc, or by driving a strong enough current, Ic. There is a bit of nuance to

the behavior of a superconductor in an applied magnetic field, as we further dis-

tinguish between type I superconductors, in which the superconducting state is

extinguished above Hc, and type II superconductors, in which some magnetic

penetration begins above a lower critical field, Hc1, and continuously increases

up to a higher critical field, Hc2 [104]. As one might expect, in type II super-

by the interatomic spacing), which is the Debye energy (frequently expressed in terms of the
Debye frequency, ωD, or the Debye temperature, ΘD or TD), however the actual value is not
particularly sensitive to the cutoff so long as ℏωc ≫ ∆0. This is particularly useful, since there
is much contradiction in the available literature as to what the Debye energy of a particular
material actually is in the low temperature limit.

5One thing to note is that there are approximations being taken in this calculation that can
push the gap away from the canonically quoted value of 2∆0 = 3.52kBTc. Real-world measure-
ments of the gap energy have generally shown 2∆0/kBTc to be between 3 and 4.5, so this result
has been rightly seen as a great success of BCS theory, but the numerical precision should not
be overstated.

23



Figure 2.1: The gap energy ∆ as a function of normalized or reduced tempera-
ture (T/Tc) for aluminum, using Tc = 1.2K. The behavior of the gap
(without accounting for external pair-breaking) is the same for any
standard BCS superconductors, and can be scaled by ∆0, as shown
on the right-side axis.

conductors, the superconducting state is continuously diminished between Hc1

and Hc2 and fully extinguished above Hc2. This intermediate state magnetic

flux penetration occurs in quantized flux tubes, called vortices, within which

the material is in a quasi-normal state. As is shown in section 2.2.3, this is all

somewhat complicated in the case of thin films.

2.2.2 Quasiparticle Generation & Recombination

While Cooper pairs enable the qualitatively unique aspects of superconductors,

at finite temperature there also exists a population of unpaired conduction elec-
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trons generated by excitations out of the Cooper pair state called quasiparticles6.

These quasiparticles give rise to some amount of loss in response to AC fields,

as well as non-zero surface resistance. Within MKIDs, the three mechanisms for

generating quasiparticles include thermal excitation, pair-breaking photon ab-

sorption at frequencies, ω, where ℏω ≥ 2∆, and microwave photon absorption

from the readout system where ℏω < 2∆.

The total quasiparticle density can be calculated using the equation

nqp = 4

∫ ∞

∆

Ns(E,∆)f(E)dE (2.5)

where f(E) is the distribution function (which may deviate non-negligibly from

Fermi-Dirac) and Ns is the modified BCS quasiparticle density of states:

Ns(E,∆) =
N0E√
E2 −∆2

. (2.6)

We also have a factor of 4 in Equation 2.5 from counting both electron and hole

excitations.

In all cases, this integral is dominated by quasiparticles with energies near

the gap (generally for MKIDs, this means within a factor of a few times ℏω,

where ω is the microwave readout frequency). Taking the limit of T = Tc with

f(E) as the standard Fermi-Dirac distribution function, we can calculate the

total number of available quasiparticles per unit volume to be

nqp = 2N0kBTc ln 2 . (2.7)
6A quick note on the term quasiparticle in this context for the curious or pedantic. You may

be familiar with the concept of a quasiparticle from the standard free electron theory of solids,
where the interactions between the cation lattice and conduction electrons can be captured by
replacing the mass of the electron, me, with an effective mass, µe, but the same charge as the
electron [8]. This is slightly different from that case, in that excitations are not just about the
electrons having a modified mass, but also being in linear combinations with positively-charged
holes in the Fermi sea [104]. The holes states are important for conductivity and dissipation in
particular, because their opening allows for unpaired electrons below the Fermi energy to also
participate in conduction. You may also see these referred to as Bogoliubov quasiparticles (or
even in some places as Bogoliubons). Fortunately, none of these details are important for our
purposes.
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Figure 2.2: The quasiparticle density, nqp, as it varies with the reduced temper-
ature for aluminum (using N0 = 1.72x1010 eV −1µm−3) calculated us-
ing Equation 2.5. The dotted line shows the low-temperature ap-
proximation from Equation 2.8 and the dashed line shows maximum
attainable quasiparticle density at Tc.

If we consider only thermal quasiparticles at low temperatures (< 0.2 Tc), we

can approximate Equation 2.5 with the expression

nqp(T ) = 2N0

√
2πkBT∆0e

−∆0/kBT . (2.8)

One occasionally important thing to consider, as has been discussed elsewhere

[60] is that Equation 2.8 systematically underestimates nqp, which can be impor-

tant to account for if using thermal response to calibrate for optical response.

The quasiparticle density as a function of T/Tc is shown in Figure 2.2.

If we now consider the case of incident photons with ℏω ≥ 2∆, we gener-
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ate quasiparticles at a rate that depends on the total power absorbed (Pabs), the

volume of the absorbing region (V ), the ratio of the photon energy to the gap

energy, and the quantum efficiency of pair-breaking (ηph). Expressed as a time

derivative, this is:
dnqp

dt
=

ηphPabs

V∆
. (2.9)

Here, the total power absorbed, Pabs, is after any optical efficiencies, polariza-

tion selection, and detector coupling efficiencies have been accounted for, in

other words, how much power is making it into the detector volume. The

quantum efficiency, ηph, describes how much of the energy actually goes into

pair-breaking. This has been discussed in detail by in [52] in the context of cal-

culating expected efficiencies across a wide range of values for ℏω/∆. For the

detectors and photon energies used in the 280 GHz and 350 GHz instrument

modules, this efficiency is expected to be roughly 0.4 − 0.6. Importantly, some

of the excess energy goes into driving the quasiparticles into a nonequilibrium

distribution, which has been measured experimentally [30]. This impacts nqp

through f(E) in the full integral, and leads to increased dissipation.

A similar story of quasiparticle ”heating” can be applied to microwave pho-

ton absorption from readout tones. In that case, the additional energy injected

into the quasiparticle population can, after multiple absorptions, reach energies

of more than twice the gap (> 4∆). Upon decaying back down towards the

gap energy, these can release phonons with enough energy to break a Cooper

pair. At the same time, interactions between the microwave probe tones and the

quasiparticle-phonon system can, in certain cases, lead to quasiparticle ”cool-

ing” by increasing the quasiparticle recombination rate. This has been measured

and discussed in [29] and has been observed to cause counter-intuitive behav-

ior in our aluminum 280 GHz witness pixels, as discussed in Chapter 3. For the

27



purposes of this chapter, we ignore this method of quasiparticle generation, as

it is significantly subdominant to the effect of optical pair-breaking photons.

Turning our attention back to Equation 2.9, in order to turn this into an ex-

cess quasiparticle population, we need an estimate of the quasiparticle lifetime,

τqp, but this is complicated by the interplay between the pair-breaking rate, the

gap energy, and existing quasiparticle density. One empirically successful de-

scription of this lifetime, given in [119], is

τqp =
τmax

1 + nqp/n∗ (2.10)

where n∗ is the crossover density, which is generally observed to be ∼ 100 µm−3

[119] for many materials. The maximum observed quasiparticle lifetime, τmax, is

measured to be be between 100−1000 µs for many relevant materials. While the

underlying physics limiting τmax is not well understood, the general decrease in

τqp with increasing nqp can be understood as arising from the increased avail-

ability of both hole states and potential partners for pairing and seems to be

somewhat broadly applicable even away from thermal equilibrium.

If we take this implied recombination rate and use it in the context of the

full generation-recombination equation (which is just assuming a steady state,

i.e. that the the recombination rate matches the combined thermal and pair-

breaking generation rates), we can derive a more complete expression for total

nqp [94, 119]:

nqp(T,Γ) =
√

(nth(T )2 + n∗)2 + 2Γτmaxn∗/V − n∗ . (2.11)

Here nth(T ) is accounting for thermally-generated quasiparticles (i.e. evaluating

Equation 2.5 using the Fermi-Dirac distribution and with the gap shifted from

its thermal value to account for additional pair-breaking), while Γ(Pabs, Pread) is
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Figure 2.3: Quasiparticle lifetimes for two common values of τmax, using n∗ =
100 µm−3. Solid lines correspond to thermally-sourced quasiparti-
cles in aluminum (using N0 = 1.72x1010 eV −1µm−3 and Tc = 1.2 K
and calculated from Equation 2.10), while dotted (dashed) lines cor-
respond to absorbed photon loading from 0-20 pW (calculated using
Equation 2.12 with ηph = 1 (0.6), T = 100 mK, and a total absorber
volume of ∼ 100 µm3). Increasing the volume dilutes the optical
quasiparticles, leading to an increase in τqp, which is a similar effect
to decreasing ηph.

the combined generation rate from optical photon absorption and microwave

readout photon absorption. If we take the reasonable limit for MKID operation

where nqp is dominated by optically-generated quasiparticles (i.e. nth ≪ nqp and

ℏω ≪ ∆, where ω is the readout frequency), then Equation 2.10 approximates to

τqp =
τmax√

1 + 2Γ(Pabs)τmax/N∗
, (2.12)

where N∗/V = n∗. Figure 2.3 shows the implied τqp for multiple values of τmax
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in the case of only thermally-generated quasiparticles, as well as under optical

loading conditions similar to what might be expected for the 280 GHz instru-

ment module. One important takeaway is that operating in the pair-breaking

dominated regime tends to keep quasiparticle lifetimes several orders of mag-

nitude lower than they would be otherwise.

2.2.3 Penetration Depth & Thin Films

Before discussing the complex conductivity of a thin film, it is important to spec-

ify what we mean when we take the thin film limit. In brief, a thin film is one

whose thickness, d, is much less than either the penetration depth, λ, or the

coherence length, ξ07, which can be thought of as the sphere of influence or ef-

fective size of Cooper pairs. This means that the magnetic field fully penetrates

the film and the current density throughout is roughly constant. These con-

ditions also add up to being able to take the local (or dirty) limit rather than

needing to apply the full nonlocal version of the theory. Essentially, the mean

free path, l of an electron is dominated by surface scattering and much smaller

than it would be in a bulk sample. This also has the interesting effect that a type

I superconductor behaves as a type II superconductor in the context of a thin

film8.

The penetration depth, λ, is the distance over which a magnetic field is ex-

ponentially screened. This must occur at some scale, so as to be consistent with

Maxwell’s equations, and was predicted as a product of the London equations,
7The coherence length, ξ0, can be estimated as ξ0 = ℏvF /π∆0, where vF is the Fermi velocity.
8This is because the parameter that sets the type behavior of a superconductor is κ = λ/ξ,

which is the ratio of the penetration depth (λ) to the coherence length (ξ). For κ > 1/
√
2, we

have a type II superconductor. This applies for thin films as both λ and ξ are limited by the
thickness of the film.
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a quite successful early phenomenological model for superconducting electro-

dynamics that preceded the development of BCS theory. In the London theory,

we have the following equation [104]

λL =

√
mc2

4πnse2
≥ λL(0) =

√
mc2

4πne2
(2.13)

where ns is the number density of electrons in the superconducting state, n is the

total number density of conduction electrons, and e and m are the charge and

the mass of the electron respectively. In this way, λL(0) (or λL0) serves as the

lower bound on the penetration depth at T = 0, when all available electrons are

expected to be in the superconducting state. Moreover, through the dependence

on ns, λL has a temperature dependence that diverges as T approaches Tc. For

many real materials, λL0 is predicted to be in the range of 20 nm, though nonlo-

cal electrodynamics tend to drive λ to values of 500 nm. In fact, in the local limit

(which is formally when l ≪ λL0 or ξ0 ≪ λL0), the penetration depth λlocal can

be written as λlocal ≈ 105 nm x
√

ρn[µΩcm]/Tc[K] [119], where ρn is the normal-

state resistivity. This is enhanced even further for thin films, where the effective

penetration depth, λeff , varies inversely as the square of the film thickness or

roughly λ2
local/d [42]. For the types of detectors being used for Prime-Cam, the

film thickness, d, is approximately 20 nm, which, as calculated for Al thin films

in [42], yields λeff ≈ 1000 nm.

2.2.4 Complex Conductivity: Mattis-Bardeen Theory

Now that we have a sense of how these two populations of quasiparticles and

Cooper pairs arise, we can discuss how they contribute to the complex conduc-

tivity of the superconducting thin film following the analysis from [42]. It is
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helpful to approach this system in what is referred to as the two-fluid model

of conductivity, which assumes the conductivity can be thought of as a sum of

the response of normal (quasiparticle, nqp) and superconducting (Cooper pair,

ns) components [46]. When applying an AC electromagnetic field, the normal

component, which is to say the unpaired electrons under the guise of quasi-

particles, predominantly acts in a dissipative or resistive manner as penetrating

fields drive their motion and turns some fraction of the input energy to heat. At

the same time, the superconducting electrons act in an almost purely reactive or

inductive capacity, storing energy and introducing a lag in the phase. This leads

to the expression

σ(ω) = σ1 − jσ2 =
nqpe

2τ

m
− j

nse
2

ωm
(2.14)

where ω = 2πf is the angular frequency of the electric field.

By applying the BCS theory to a superconductor in an AC field, Mattis and

Bardeen yielded equations relating the normal state conductivity, σn, to the two

components of the complex conductivity in the thin film, local limit of a super-

conductor at temperature T . These take the following forms:

σ1

σn

=
2

ℏω

∫ ∞

∆

[f(E)− f(E + ℏω)](E2 +∆2 + ℏωE)√
(E2 −∆2)[(E + ℏω)2 −∆2]

dE

+
1

ℏω

∫ −∆

min(∆−ℏω,−∆)

[1− 2f(E + ℏω)](E2 +∆2 + ℏωE)√
(E2 −∆2)[(E + ℏω)2 −∆2]

dE

(2.15)

σ2

σn

=
1

ℏω

∫ ∆

max(−∆,∆−ℏω)

[1− 2f(E + ℏω)](E2 +∆2 + ℏωE)√
(∆2 − E2)[(E + ℏω)2 −∆2]

dE (2.16)

where f once again corresponds to the distribution function9. When ℏω < ∆, as
9We are also quietly assuming in this version of the equations that we have the equilibrium

density of states, though this is not necessarily always the case as discussed in [27, 67, 119].
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is the case for microwave readout frequencies, the second term in σ1 can be dis-

carded, but it is included here for completeness, since it does become significant

for incident photons of higher frequencies. In thermal equilibrium, these are

straightforward to calculate uisng the Fermi-Dirac distribution, but in the pres-

ence of external pair-breaking (i.e. from an incident flux of photons), we must

account for that additional term in our distribution function. This is generally

done by adding an effective chemical potential, µ∗, as described in [41] based on

the treatment of Owens and Scalopino [79].

In this formalism, the Fermi-Dirac distribution is modified to

f(E, µ∗, T ) =
1

1 + e
E−µ∗
kBT

. (2.17)

Accounting for this, we can gather each of the necessary equations for nqp, ∆,

σ1, and σ2 (2.5, 2.3, 2.15, and 2.16, respectively) and insert f(E, µ∗, T ) as our

distribution function. This leaves us with four equations and four variables

(T, µ∗, nqp, and ∆), as well as four parameters10 (N0, Tc, ω, and σn). Now, as

we are interested in finding what happens to these terms when changing either

temperature or optical power, we make a few additional assumptions and look

to a few cases that are relevant.

First, we make the assumptions that we are well below the transition, which

is to say kT ≪ ∆, and that we are probing our superconductor at a frequency

well below that required for pair-breaking (ℏω ≪ ∆). Both of these are most

certainly the case for MKIDs in operation. The third assumption we make is

that e−
E−µ∗
kBT ≪ 1. This is a bit less obvious, but can be easily verified by even

rough estimates of nqp with millimeter to submillimeter photons. Under these

10These are the parameters for the thin film response only, though you may also consider
other parameters such as the resonator volume or detector efficiency. I’m not including them
here as these are not fundamental to determining the interplay between these equations.
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assumptions, the previous equations simplify to the following.

nqp(T ) = 2N0

√
2πkBT∆e

−∆−µ∗
kBT (2.18)

∆

∆0

= 1−
√

2πkBT

∆
e
−∆−µ∗

kBT = 1− nqp

2N0∆
(2.19)

σ1

σn

=
4∆

ℏω
e
−∆−µ∗

kBT sinh(ξ)K0(ξ) (2.20)

σ2

σn

=
π∆

ℏω
[1− 2e

−∆−µ∗
kBT e−ξI0(ξ)] (2.21)

Here, ξ = ℏω
2kBT

, and Kn and In are the nth order modified Bessel functions of the

first and second kind respectively. Now we can further consider two relevant

cases and the resulting shift in σ.

Thermal Response of Complex Conductivity

Let us take the above equations and allow T to vary independently, while fixing

µ∗ = 0. In this case, to first order we wind up with the following system of

equations:

nqp(T ) = 2N0

√
2πkBT∆0e

− ∆
kBT (2.22)

σ1(T )

σn

=
4∆0

ℏω
e
− ∆0

kBT sinh(ξ)K0(ξ) (2.23)

σ2(T )

σn

=
π∆0

ℏω

[
1−

√
2πkBT

∆0

e
− ∆0

kBT − 2e
− ∆0

kBT e−ξI0(ξ)

]
. (2.24)
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Figure 2.4: (Left) Real and imaginary components of complex conductivity (nor-
malized by σn) as a function of bath temperature for aluminum with
Tc = 1.28 K. The real component is multiplied by a factor of 20 to
make it visible on the same scale. (Right) The change in the complex
conductivity in response to a change in quasiparticle number den-
sity as a function of bath temperature (once again normalized by σn.
Both figures are inspired by [42].

Furthermore, the change in conductivity as a result of the shifting quasipar-

ticle density is approximately

dσ1

dnqp

= σn
1

N0ℏω

√
2∆0

πkBT
sinh(ξ)K0(ξ)

[
∆0

kBT
− ξ coshξ

sinhξ
+ ξK1(ξ)

K0(ξ)

∆0

kBT
+ 1

2

]
(2.25)

dσ2

dnqp

= σn
−π

2N0ℏω

[
1 +

√
2∆0

πkBT
e−ξI0(ξ)

∆0

kBT
+ ξ − ξ I1(ξ)

I0(ξ)

∆0

kBT
+ 1

2

]
. (2.26)

Figure 2.4 shows σ1, σ2, dσ1

dnqp
and dσ2

dnqp
as a function of bath temperature from

equations 2.23, 2.24, 2.25, and 2.26.

35



Excess Pair-Breaking Response of Complex Conductivity

Now shifting to the situation where we are only interested in the response from

excess pair-breaking, we choose nqp as an independent variable, along with T

and use this to eliminate the explicit dependence on µ∗. This leads to equations

of the following form:

σ1(nqp, T )

σn

=
2∆0

ℏω
nqp

N0

√
2πkBT∆0

sinh(ξ)K0(ξ) (2.27)

σ2(nqp, T )

σn

=
π∆0

ℏω

[
1− nqp

2N0∆0

(
1 +

√
2∆0

πkBT
e−ξI0(ξ)

)]
. (2.28)

Once again we can look at the derivative terms, and we find something that

looks quite similar to the previous result:

dσ1

dnqp

= σn
1

N0ℏω

√
2∆0

πkBT
sinh(ξ)K0(ξ) (2.29)

dσ2

dnqp

= σn
−π

2N0ℏω

[
1 +

√
2∆0

πkBT
e−ξI0(ξ)

]
. (2.30)

This is nearly the same response in the complex conductivity as seen in the

thermal response, save for some additional terms that can be calculated to be

quite close to unity for the cases that we consider here. As discussed in [41] and

demonstrated in [60], this can be seen as a demonstration of the equivalent re-

sponse in MKIDs to both thermal and optically-generated quasiparticles. Now,

we can move away from the pure theory side of things and get a bit closer to

discussing the operating principles behind MKIDs.
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2.3 Microwave Resonators & S-Parameters

At this point, it is worth stepping aside from the realm of superconductivity and

providing some context for why we are focusing on the complex impedance.

The short-ish answer is because it is directly measurable in the form of the sur-

face impedance, Zs, which is measured near resonance by making the supercon-

ducting film into a LC resonator and coupling it to a microwave feedline. In this

section, we discuss how and what we can actually measure about the resonators

in preparation for the following discussion of MKID parameters, responsivity,

and noise.

2.3.1 Preliminaries: Microwave Networks & S-parameters

When we want to measure a circuit, we commonly take a look at the scattering

parameters or S-parameters. The S-parameters describe the behavior of a cir-

cuit based on its response to inputs at the two ends. The one that we are most

interested in is S21, which is defined as

S21 =
V2

V1

(2.31)

where Vi corresponds to the voltage measured on the ith port. And more gen-

erally:

Sij =
Vi

Vj

A generic description of the two-port S-parameters defines them as such:

• S11 is the reflection on the input port.

• S12 is the reverse voltage gain (i.e. the gain from an output port signal seen

on the input port).
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• S21 is the forward voltage gain (i.e. the gain from an input port signal seen

on the output port).

• S22 is the reflection on the output port.

These are measuring quadrature signals, meaning that they contain both am-

plitude and phase information, and, as such, we employ phasor notation where

necessary. Thus a voltage signal, V (t), can be written as

V (t) = Re
[
|V (t)|ejωt

]
(2.32)

where ω is the frequency of the measurement tone. For microwave networks,

it is most useful to describe the propagation of signals and the chaining of el-

ements in terms of S-parameters and impedances. Each element transmits, re-

flects, or dissipates some parts of the incident signal in accordance with its rel-

ative impedance. Of particular relevance for us is the case of a signal propagat-

ing past a shunt impedance (essentially a coupled circuit element that can draw

power away from primary network path in a system-dependant manner). This

can be worked out to be:

S21 = 1− 1

1 + 2Zr/Z0

(2.33)

where Z0 is the characteristic impedance of the microwave feedline (typically 50

Ω) and Zr is the shunt impedance. If we take a resonator and couple it to our

feedline capacitively, then we have our example of a shunt impedance.

2.3.2 Resonant Circuits & Quality Factors

Resonators have three basic parameters that you can observe from a frequency

sweep: the resonant frequency f0, the total quality factor Q, and the dip depth,

38



Figure 2.5: (Left) A circuit diagram of a single capacitively-coupled resonator
with inductance L, resistance R, capacitance Cr, coupling capaci-
tance Cc, and line impedance Z0. (Right) A polarization-sensitive
kinetic inductance detector pixel, containing two equivalent res-
onators.

D, which is related to the ratio of the coupling quality factor, Qc (which we’ll

define shortly), to the total quality factor as

D = 20log10(1−
Q

Qc

) . (2.34)

Additionally there are several parameters that come from the readout circuit

and the previously-mentioned coupling quality factor (which may be complex

and written as either Qc or Qe) that quantifies how the resonator is coupled to

the circuit.

Thinking about the resonant parameters more concretely, f0 is the frequency

at which energy transfer from the circuit to the resonator is most effective and

impedance is at a minimum. Given a known circuit, as in Figure 2.5, this is

given by

ω0 = 2πf0 =
1√
LC

=
1√

L(Cr + Cc)
. (2.35)

The quality factor, Q, describes the ratio of energy stored to energy dissipated
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over the course of a cycle, as well as describing the resonator width in frequency

space:

Q =
f0
∆f

(2.36)

where ∆f is the resonator bandwidth (a particularly useful term when we look

at the frequency domain transfer function of a resonator). For a coupled res-

onator, we break up the total resonator Q into the internal quality factor Qi and

coupling quality factor, Qc, or, more generally, the external quality factor, Qe,

with values being added much like parallel resistances:

1

Q
=

1

Qi

+
1

Qc

=
1

Qi

+Re

(
1

Qe

)
. (2.37)

Since the Qs are inversely proportional to the loss, we can intuitively make

sense of this inverse addition by realizing that we are essentially adding the

loss terms together with a shared total energy. The internal quality factor can be

described by that element’s impedance, ZL,

Qi =
Im{ZL}
Re{ZL}

=
ω0Ltotal

Reff

(2.38)

with the final term here being specific to a capacitively-coupled resonator with

total inductance Ltotal and effective resistance Reff [67]. Lastly, the coupling

quality factor, Qc, in the capacitively-coupled case can be described as follows

Qc =
2(Cr + Cc)

ω0C2
cZ0

(2.39)

with Cr being the resonator capacitance and Cc being the coupling capacitance

[67].

The external and coupling quality factors are not precisely equal, but in the

case of a well-behaved circuit, they are generally nearly identical. The differ-

ence is that, while Qc is only describing energy lost to the coupling circuit, Qe

40



also includes any other energy dissipated externally to the resonator itself and

any added phase response, including through impedance mismatches. As such,

Qe is a complex quantity, while using Qc alone requires an additional asymme-

try parameter to account for additional phase rotations due to impedance mis-

matches [61].

When we take an S21 trace near resonance, the equation that we are effec-

tively measuring as a function of frequency ω = ω0(1 + x) is [36, 67]

S21 = 1− 1 + jϵ

1 + jϵ Q
Qc

Q

Qc

[
1

1 + 2jQx/(1 + jϵ Q
Qc
)

]

≈ 1− Q

Qc

1

1 + 2jQx

(2.40)

where ϵ is an asymmetry parameter. When accounting for the environmental

factors, one needs to fit for something of the form

S21 = A(ω)ejθ(ω)
(
1− Q

Qe

1

1 + 2jQx

)
(2.41)

where A(ω)ejθ(ω) is a frequency-dependent complex normalization. Depending

on how widely you are sweeping and how well matched your readout network

is, you may be able to account for the environment with a constant complex

normalization term, but more generally you want something with additional

parameters such as [87]

A(ω)ejθ(ω) =
√

A+Bδfe−i(2πδfτ+θ0) (2.42)

where A, B, τ , and θ0 are fit parameters and δf is a way of capturing the

frequency-dependence from some convenient offset (usually the starting fre-

quency or the resonant frequency). Figure 2.6 shows a simulated resonator both

before and after accounting for a cable term such as the above. For a more

detailed derivation of some of these expressions in the context of capacitively

coupled resonators, good resources are Appendix A of [77] as well as [61].
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Figure 2.6: The complex transmission for a resonator with cable delays and
complex normalization (shown in blue) distorts and rotates the res-
onance circle. By fitting the full complex data, you can separate out
the cable and resonance terms (shown in gray and orange, respec-
tively). The angle, θ, is set by an overall normalization, and the skew
between the two sides of the resonance circle is generated by the
frequency dependence of the cable delay. The pure resonance circle
is anchored to the point (1,0), rotated at an angle, ϕ, that is deter-
mined by the mismatch with the coupling impedance, and rescaled
by a factor of secϕ. When the impedance mismatch is accounted for,
the resonance circle diameter is Qr/Qc. The directions marked as δf0
and δ 1

Qi
, correspond to the directional shift from decreasing f0 or Qi,

respectively.
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2.4 Principles of Kinetic Inductance Detectors

Now that the preliminaries are out of the way, we can combine them to see how

changes in the complex conductivity from either bath temperature variations or

external photon-loading translate into shifting resonator parameters.

2.4.1 Surface Impedance of MKIDs

From the equation for complex conductivity, σ, with the reasonable assump-

tion that σ2 ≫ σ1, the surface impedance11 for a superconducting thin film12 of

thickness, t, can be calculated as [42]

Zs =
1

σt
=

1

(σ1 − jσ2)t
≈ σ1

σ2
2t

+
j

σ2t
. (2.44)

This is related to the sheet resistance, Rs, and sheet kinetic inductance, Lk,s, (or

sheet reactance, Xs) in the standard manner:

Zs = Rs + jωLk,s = Rs + jXs (2.45)

which can be used along with the geometric inductance, Lg, to arrive at expres-

sions for f0 and Qi.
11The surface impedance, Zs, which has units of Ω/□, is related to the impedance, Z, by the

equation Z = Zs(l/w), where l is the length and w is the width.
12This expression for the surface impedance is particular to a thin film in the local limit. In

the thick film and extreme anomalous limits, the form of Zs changes, but the main impact on
these expressions is to add an additional factor to the differential relationship between Zs and
σ, which can be propagated to later expressions as appropriate. More generally, the expression
that we will care about is [42]

δZs

Zs
= γ

δσ

σ
(2.43)

where γ = −1 in the thin film local limit, γ = −1/2 in the thick film local limit, γ = −1/3 in the
extreme anomalous limit.
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2.4.2 Responsivity

Using the above and including the geometric inductance term, Lg, we can plug

these expressions into the equations for f0 and Qi and see how perturbations in

σ result in perturbations in the resonator parameters. The resonant frequency is

given by13

ω0 =
1√

(Lg + Lk)C
=

1√
(Lk/α)C

(2.46)

where α = Lk

Lg+Lk
is the kinetic inductance fraction, which is the proportion of

the inductance attributable to the kinetic inductance, Lk, of the film itself. A

change in Lk propagates to ω0 as

dω0

dLk

= −1

2

ω0

Lg + Lk

= −α

2

Lk

ω0

. (2.47)

Since α does not change appreciably with a small shift in the conductivity, we

can see the effects best by rearranging this to look at a fractional shift in the

resonant frequency, x ≡ ω0(T )−ω0(T0)
ω0(T0)

:

δx =
δω0

ω0

= −α

2

δLk

Lk

=
α

2

δσ2

σ2

. (2.48)

For the internal quality factor, it is easier to work with reciprocals, i.e. the

internal loss, meaning that we have

Q−1
i =

Re{Zs}
Im{Zs}

=
R

ωL
= α

σ1

σ2

. (2.49)

Since the fractional shift in σ2 is much smaller than the the shift in σ1, the frac-

tional shift in ωL is also much smaller than the the shift in R (less than a percent

13Note that we are using Lk here rather than Lk,s as above. This is just the surface kinetic
inductance multiplied by a geometric factor, which is the total number of squares there are in
the active area added end to end. It is important to note that the sides of the squares are always
set by the width of the trace.
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for Lk alone until T ≳ Tc/3). With this in mind, we can safely ignore the ef-

fects of variation on that term and focus on the shift in σ1 and R from increasing

quasiparticle density. The change in the internal loss can then be expressed as:

δQ−1
i =

δR

ωL
= α

δR

ωLk

= α
δσ1

σ2

. (2.50)

Using the fact that σ2 ≈ π∆0σn/ℏω14 at the temperatures we are interested in

and |σ2| ≫ |σ1|, along with the equations from from section 2.2.4, we can arrive

at the following relationship between δσ and δnqp
15:

δσ

|σ| =
S1(ω, T ) + iS2(ω, T )

2N0∆0

δnqp (2.51)

where S1(ω, T ) and S2(ω, T ) are

S1(ω, T ) ≈
2

π

√
2∆0

πkBT
sinh(ξ)K0(ξ) (2.52)

S2(ω, T ) ≈ 1 +

√
2∆0

πkBT
e−ξI0(ξ) (2.53)

This can then be directly translated into the following expressions for δx and

δQ−1
i in terms of changes in the quasiparticle density:

δQ−1
i =

αS1(ω, T )

2N0∆0

δnqp (2.54)

14We note that this low temperature approximation of σ2 also gives us a convenient estimate
for Lk,s =

ℏRs

π∆0
15This is under the assumption that perturbations maintain an equilibrium quasiparticle dis-

tribution function, f(E), which is not always the case [30].

45



Figure 2.7: Calculated shifts in resonance frequency and quality factor with
changing bath temperature, using the same parameters as given in
Figure 2.4. The internal quality factor is assumed to be limited by
other forms of loss to 2x106 and the coupling quality factor is 50,000.
Fractional frequency shift is plotted for various kinetic inductance
fractions.

δx = −αS2(ω, T )

4N0∆0

δnqp . (2.55)

Examples of these shifts are plotted in Figure 2.7 for a variety of kinetic induc-

tance fractions and parameters relevant to CCAT detectors.

We can also define the ratio

β =
S2

S1

=
δσ2

δσ1

= −2
δx

δQ−1
i

(2.56)

which tells us the relative strength of these two responses, and is useful for

predicting the direction of a shift in the resonance circle due to a perturba-

tion in the quasiparticle density. Since the response is nearly the same for

thermally-generated quasiparticles as it is for optically-generated quasiparti-

cles, we should expect the value of β in terms of the ratio of δx and δQ−1
i to be

roughly the same in both cases. For the detectors that are discussed in the next
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chapter, the predicted range of values for β is approximately 4–10 when operat-

ing at a bath temperature of 100 mK. This tells us the response is predominantly

in the imaginary direction, shifting the phase of the resonance circle. Depend-

ing on whether we are heavily Qi-dominated (under-coupled) or more closely

matched to Qc, this relative response will be even further skewed towards the

phase direction. (In the Qc-dominated regime, the δQ−1
i response becomes neg-

ligible.)

Ultimately, the above is only describing the shift in resonance and loss due to

the quasiparticle system, meaning that additional contributions to the total be-

havior such as radiative or two-level system (TLS) loss should be accounted for

when predicting the behavior of the combined shift in the resonant frequency,

xtotal, or the overall internal quality factor, Qi,total. We can use a similar deriva-

tion as for δQ−1
i and δx to arrive at the following expressions for the predicted

contributions that arise from the the Mattis-Bardeen equations, which we call

Q−1
i,MB and xMB:

Q−1
i,MB(ω, T, nqp) =

αS1(ω, T )

2N0∆0

nqp (2.57)

xMB(ω, T, nqp) = −αS2(ω, T )

4N0∆0

nqp . (2.58)

These can then be added to any other internal loss (such as TLS loss, Qi,TLS or

radiative loss, Qi,rad) or frequency shift mechanisms (such as shifts due to TLS

functions, xTLS , or random scatter from stray magnetic fields, xscatter) to arrive

at Qi,total or δxtotal:
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1

Qi,total

=
1

Qi,MB

+
1

Qi,TLS

+
1

Qi,rad

+ ... (2.59)

xtotal = xMB + xTLS + xscatter + ... (2.60)

A more complete derivation of the above can be found in [42] and [77].

Response to Thermal Load

First considering the response of a KID to a change in the bath temperature, we

can use the expressions

dx

dT
=

dx

dnqp

dnqp

dT
(2.61)

and
dQ−1

i

dT
=

dQ−1
i

dnqp

dnqp

dT
(2.62)

and the low-temperature approximation for dnqp

dT
:

dnqp

dT
≈ nqp

T

(
1

2
+

∆0

kBT

)
≈ 2N0

√
2πkBT∆0e

−∆0/kBT 1

T

(
1

2
+

∆0

kBT

)
(2.63)

Combining these with Equation 2.54 and Equation 2.55, we get the following

expressions for the temperature responsivity of the resonance frequency and

internal quality factors:

dx

dT
= −αe−∆0/kBT

2T

√
2πkBT

∆0

(
1

2
+

∆0

kBT

)
S2(ω, T ) (2.64)

48



dQ−1
i

dT
=

αe−∆0/kBT

T

√
2πkBT

∆0

(
1

2
+

∆0

kBT

)
S1(ω, T ) . (2.65)

These expressions can then be used to fit for the material parameters, principally

the gap, ∆0, and the kinetic inductance fraction, α.

Response to Optical Loading

Now let us consider the response to an optical load, Pabs. Naturally, with the de-

tection mechanism for MKIDs being through the photon-induced pair-breaking

and production of quasiparticles, we need to clarify the relationship between

nqp and Pabs. The general expressions for the responsivity in both resonator pa-

rameters looks like

Rx =
dx

dPabs

=
dx

dnqp

dnqp

dPabs

(2.66)

RQ−1
i

=
dQ−1

i

dPabs

=
dQ−1

i

dnqp

dnqp

dPabs

. (2.67)

Thus our problem boils down to finding some analytic expression for nqp in

terms of Pabs. We start by looking at a simplified version of the rate equations

for quasiparticle generation and recombination through various mechanisms,

and then look at a few different possible cases. A more complete discussion of

this and the following can be found in [94] and [67].

In general, we have

dnqp

dt
= Γopt + Γtherm + Γread − Γrec (2.68)
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where Γopt, Γtherm, and Γread are the quasiparticle generation rates from optical

photons, thermal excitations, and readout tone photons, and Γrec is the quasi-

particle recombination rate. This is simplified from the full set of equations that

can be found in [16] and [47]. As in the previous discussion about quasiparticle

lifetimes, we make the further simplification that we can ignore Γread here. In a

steady state, we know that
dnqp

dt
= 0 (2.69)

and therefore

Γopt + Γtherm = Γrec . (2.70)

We can now plug in the expressions for each component

ηphPabs

∆0V
+ γN2

08πkBT∆0e
−2∆0/kBT =

nqp

τqp
(2.71)

where ηph represents the pair-breaking efficiency for the absorbed photons, V

represents the absorber volume, and γ = 1/(nqpτqp) is a constant that relates

the quasiparticle density and lifetime. Now with this in mind we consider two

general cases.

1. The quasiparticle population is dominated by optically-generated pair-

breaking (Γopt ≫ Γtherm).

2. The quasiparticle population is dominated by thermal quasiparticles or

another background source of quasiparticles, or, more generally, the re-

combination time is independent of Pabs.

This first case has been observed in aluminum MKIDs [38, 68], while the second

case has been seen in TiN MKIDs [59].
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In the first case, Equation 2.71 can be simplified to

ηphPabs

∆0V
= γn2

qp (2.72)

and the steady-state population of quasiparticles is nqp =
√

ηphPabs

γ∆0V
. From this,

we can see that a DC perturbation in Pabs leads to

dnqp

dPabs

=
1

2

√
ηph

γPabs∆0V
(2.73)

and a more general perturbation by a signal at fixed frequency, ω, looks like

dnqp

dPabs

=
1

2

√
ηph

γPabs∆0V

1

1 + iωτqp/2
. (2.74)

Combining this with the expressions from Equation 2.54 and Equation 2.55

yields the following:

RQ−1
i

=
dQ−1

i

dPabs

=
αS1(ω, T )

4N0∆0

√
ηph

γPabs∆0V

1

1 + iωτqp/2
(2.75)

Rx =
dx

dPabs

=
1

f0

df0
dPabs

= −αS2(ω, T )

8N0∆0

√
ηph

γPabs∆0V

1

1 + iωτqp/2
. (2.76)

The most relevant behavior here is the inverse square root dependence on the

absorbed optical power and the volume of the absorber region.

In the second case, where τqp is independent of Pabs, we can decouple

the thermal generation and recombination terms from Γopt and rewrite the

generation-recombination equation as

dnqp

dt
≈ ηphPabs

∆0V
+ Γtherm − nqp

τeff
(2.77)
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where Γtherm and τeff are constants that depend only on the bath temperature.

In this scenario, propagating a small signal perturbation in Pabs leads to

dnqp

dPabs

≈ ηphτeff
∆0V

1

1 + iωτeff
. (2.78)

Now for the responsivities, we have

dQ−1
i

dPabs

=
αS1(ω, T )

2N0∆0

ηphτeff
∆0V

1

1 + iωτeff
(2.79)

dx

dPabs

= −αS2(ω, T )

4N0∆0

ηphτeff
∆0V

1

1 + iωτeff
(2.80)

Now we see a constant response with changes to Pabs, along with an increased

sensitivity to the absorber volume.

In the intermediate case where both optically- and thermally-generated

quasiparticles are relevant, the equations become

nqp =

√
Γ0 + ηphPabs/∆0V

γ
(2.81)

dnqp

dPabs

=

√
ηph

γ∆0V

1√
P0 + Pabs

(2.82)

where P0 represents an effective ”dark” loading power with generation rate Γ0

that limits the quasiparticle lifetime at low optical loading levels. This model

captures a wide variety of possible contributors to this ”dark” loading, and dis-

plays a transition from a roughly constant response (as in case 2) to an inverse
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square root-dependence (as in case 1). This intermediate model is most relevant

to the aluminum MKIDs that are discussed in the next chapter.

2.4.3 Nonlinearity & Bifurcation

While microwave probe tone power is ideally a negligible contributor to the

detector response, it must be accounted for when optimizing detector perfor-

mance, as there are ways which the microwave tone can impact the resonator

parameters and line shape. The principle effect of the probe tone comes through

the nonlinear kinetic inductance, which is a current-dependent contribution to

the kinetic inductance of the form

Lk ≈ Lk,0(1 +
I2

I2∗
) (2.83)

where Lk,0 is the kinetic inductance value at low current values, I is the current,

and I∗ is the critical current where pair-breaking begins to set in. Since this is

an effect on the Cooper pairs, rather than the quasiparticles, the result of this

is predominantly a reactive shift in the resonance frequency at higher current

densities, which takes the form

δx = −1

2

δL

L
=

α

2

I2

I2∗
. (2.84)

As shown in [100], the current is connected to the tone power through the ex-

pressions of the resonator energy in terms of both inductance, L, and proportion

of the readout power, Pr that is dissipated:

Er =
1

2
LI2 =

2Q2
r

Qc

1

1 + 4Q2
rx

2

Pr

ωr

. (2.85)
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Relating this back to our expression for δx, we can write this shift in terms of

the resonator energy, Er, and a critical energy, E∗,

δx = −Er

E∗
(2.86)

where E∗ = LI2∗/α is on the order of the inductor condensation energy, Econd =

N0∆
2
0V/2 (where V is the volume [67]. If we now plug the expression for Er into

the equation for δx, we wind up with a cubic equation for the distorted x:

x = x0 +
2Q2

r

Qc

1

1 + 4Q2
rx

2

Pr

ωrE∗
. (2.87)

Since it is slightly easier to work with, we multiply x by Qr so that our cubic

equation is for the variable y = Qrx, which is the distance to the resonator mea-

sured in resonator line widths. We further simplify everything by introducing

the nonlinearity parameter, a ≡ 2Q3
r

Qc

Pr

ωrE∗
. This gives us an expression that takes

the form

y = y0 +
a

1 + 4y2
(2.88)

which can be solved and inverted to yield new resonator states with shifted

ωr. These appear as a distortion in the resonator shape from a purely linear

resonator, where ωr moves as the tone approaches y0 = 0. Some of this can be

seen in Figure 2.8.

Finally, we note that an interesting thing happens with Equation 2.88 at

roughly a ≥ 0.77. Beyond this point, which corresponds to a particular power

level, this equation goes from having a single real solution at all values of y0

to having a growing region with three real solutions, two of which are stable.

This point is referred to as bifurcation, as the resonator can now switch between

multiple states. This has the added effect that the resonator shape is affected

by the direction of the sweeping probe tone. When increasing frequency, the
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Figure 2.8: (Top) Plot taken from [100] of measured distance from resonance (in
linewidths) due to nonlinear kinetic inductance versus the unloaded
distance (i.e. the x-axis is a constant sweep in frequency) for a variety
of values for the nonlinearity parameter, a. Anything other than a
straight line with unity slope implies that the resonant frequency, fr,
is changing as greater tone power makes it into the resonator. For
a ≳ 0.77 the distorted y includes a region where a single frequency
corresponds to multiple possible resonant frequencies, referred to as
bifurcation. Arrows indicate possible paths that might be measured
when sweeping an S21 trace. (Lower left) A more detailed look at
the possible solutions for fr that become available while sweeping in
frequency for a = 3. (Lower right) The region of frequency space (in
line widths) where bifurcated states become available as a function
of a, a proxy for tone power. In this region, we would expect to see
additional noise as the resonator switches between available states.
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snap between stable states occurs at a higher frequency than when probed with

decreasing frequency. This is shown in Figure 2.8. Because of the potential for

switching noise between states in the bifurcated regime, it is generally prefer-

able to stay several dB below the bifurcation point in tone power.

In addition to the nonlinear kinetic inductance, there are further nonlinear-

ities that impact the detector resonant frequency and quality factor. These in-

clude the absorption and re-emission of microwave photons by two-level sys-

tems at the interface between the dielectric and the superconductor [43, 81], as

well as the redistribution of quasiparticles into nonequilibrium states from tone-

power pumping [29]. These will not be discussed here, but some of their effects

are explored in greater detail in the next chapter.

2.5 Sensitivity & Noise

Having described the principles behind KIDs, we can now move on to the most

critical piece: the response and sensitivity to incident optical power. To under-

stand this sensitivity, we need to briefly discuss the noise hierarchy and the var-

ious components that have some impact on our observed time streams. Follow-

ing the path of light entering our telescope depositing energy into our detectors,

being read out, and stored as digital time-ordered data for later reconstruction,

there are noise contributions and spectral responses and distortions that are

picked up at each step of the way. It can be useful to work backwards from the

true signal of interest so that we can call out these various noise components, ig-

noring errors in mapmaking that can be introduced from miscalibration, as well

as any differentiation between photons from background/foreground loading
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and true signal photons.

Beginning with the optical signal, there is Poissonian photon noise. Within

the superconductor, there is generation-recombination (GR) noise caused by the

discrete nature of quasiparticles being generated (both optically and thermally)

and recombining. Taking a step further to consider the resonator as a whole,

there is a spectral response caused by the resonator ring-down, but much more

relevant is the noise due to two-level systems (TLS) in the dielectric of the ca-

pacitors. Within the overall readout circuit, there is general readout noise that

is thermal in nature, as well as amplifier noise. Finally, the digitization of the

signal comes with some amount of noise from the analog-to-digital converters.

Of these, we will touch a bit further on the contributions of GR noise, TLS noise,

and photon noise, while saving the readout and amplifier noise for Chapter 4.

2.5.1 Background

Describing the spectral behavior of noise sources requires use of the one-sided

power spectral density, Sqq(f), which is the Fourier transform of the autocorre-

lation function. This is defined as

Sqq(f) = lim
T→∞

1

T
|q̃(f)|2 (2.89)

where q̃(f) is the Fourier transform of q(t), which is a placeholder for whatever

our function of interest is. The sensitivity is generally reported in terms of noise

equivalent power (NEP), which has units of W/
√
Hz. This is the amount of

power that could be measured with a signal-to-noise of one after 0.5 seconds of

integration (or equivalently, in 1 Hz of bandwidth). From the units, we might

infer, correctly, that the NEP is proportional to the square root of the power
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spectral density.

A practical measurement of this for MKIDs involves converting the com-

plex time stream, S21(t) (or more accurately, δS21(t)), into δPabs(t) by way of

our responsivity (which we will denote here as Rq), taking the square root of

the power spectral density from that processed time stream, and adding correc-

tions to account for the relevant time constants. Written out explicitly this looks

like:

NEPKID
q (f) =

√
Sqq(f)

(
dq

dP

)−1√
1 + (2πfτres)2

√
1 + (2πfτqp)2 (2.90)

where τres and τqp are the time constants due to the resonator ringdown and

quasiparticle lifetimes respectively.

Note that, depending on how we are reading out the resonator, q might refer

to the amplitude (|S21(t)|) or the phase (θ(t) = arctan [Im(S21(t))/Re(S21(t))])

of the resonator, which correspond in a relatively straightforward way to the

δQ−1
i and δf0, respectively. Details of this correspondence are described in [119],

but can also be worked out through Equation 2.41 with the cable/environment

terms removed16. In the case of Prime-Cam, we are using phase-based readout.

So long as we are predominantly interested in measuring at sampling frequen-

cies such that 2πfτres ≪ 1 and 2πfτqp ≪ 1, this simplifies to

NEPKID
x (f) =

√
Sxx(f)

(
dx

dPabs

)−1

(2.91)

The measured result is inclusive of the NEP contributions from each element

of the signal chain described above. When estimating or comparing NEP to our

16To clarify further, this correction (removing what I’ve called the environmental factors)
needs to be done on the raw data in order to properly have a correspondence of δQ−1

i with
amplitude and δf0 with phase. In general, which is to say without accounting for cable param-
eters and impedance mismatches, this relationship can be arbitrarily distorted.
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expectations, we can use the expressions for individual components (NEPi) and

sum them in quadrature as

NEP 2 =
∑

all terms

NEP 2
i . (2.92)

One final comment before moving on is about the notation. Since we will

only be dealing with the autocorrelation moving forward unless otherwise

noted, we will switch the notation for the power spectral density from Sqq(f)

here to the simpler Sq(f).

2.5.2 Time Constants

As mentioned above, there are a variety of different time scales that must be

taken into consideration when optimizing the performance of your KIDs or es-

timating the noise. During operation, individual resonators are monitored with

a single probe tone that is sampled at regular intervals depending on the tele-

scope scanning speed and desired data rate. For CCAT’s 280 GHz arrays, this

sample rate is ∼ 500 Hz. Additionally, there are two intrinsic time constants that

are set by the KID itself. These are the resonator ring down time and quasipar-

ticle lifetime.

The resonator ring down time, τres, arises when considering the time domain

transfer function of a resonator that is being probed at a frequency of f by a

perturbation at frequency ν [119]:

ζ(ν, f) =
1− S21(f + ν)

1− S21(f)
. (2.93)

59



Figure 2.9: The range of different time scales relevant for KID performance in
Prime-Cam’s 280 GHz module. The solid black line is the quasipar-
ticle lifetime, τqp, as a function of temperature (shown on the lower
x-axis) for a purely thermal QP population with τmax of 1 ms. While
attainable in dark conditions for Al, this should be seen as an ex-
treme limiting case of τqp. The dashed and dotted lines are τqp with
ηph = 0.4 and ηph = 0.7, respectively, and the same τmax, assuming
the Nqp is dominated by optical loading (shown plotted on the upper
x-axis). The green region shows the range of loading conditions ex-
pected at the site. The blue region is a conservative range of possible
resonator time constants, τres, during operation (with Qs from 2,000
to 30,000 and frs from 300 MHz to 1 GHz). Finally, the solid red line
shows a sampling time constant of τsample = 640 µs for time-ordered
data. As can be seen, even with relatively unrealistic assumptions,
τres is nearly an order of magnitude faster than the sample rate, and,
well-below the expected optical loading, τqp is several orders of mag-
nitude faster.
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When on resonance, this looks like

ζ(ν, f) =
1

1 + 2iQr
ν
f0

(2.94)

which is just a low-pass filter with a cut off frequency set by fcut = 1/τres =

f0/2Qr. This means that a high Q resonator fundamentally rings down at a

slower rate than a lower Q resonator, an important consideration when balanc-

ing sampling rates with high multiplexing numbers. The more tightly packed

your resonators are in readout bandwidth, the less overhead you will have be-

fore needing to account for the resonator ringdown.

As we’ve already described some of the important aspects of quasiparticle

lifetimes, we won’t dwell on that here, except to mention that it should be much

faster than the sample rate so as not to reduce the time domain response to

incident signals. Figure 2.9 shows a variety of time constants that are relevant

for the operation of Prime-Cam’s 280 GHz resonators. The important take away

is that the resonator ringdown time and quasiparticle lifetimes that are expected

are much faster than the intended sample rate.

2.5.3 Photon Noise

The ultimate goal for our detector is to attain ”photon-limited” sensitivity,

meaning that the dominant source of noise is the intrinsic shot noise from ran-

dom photon arrival times. The noise that is intrinsic to the source looks like

[28, 119]

NEP 2
photon = 2Pabsℏω(1 + no) (2.95)

where Pabs is the total power actually absorbed by the detector, ω is the photon

frequency, and no = (eℏω/kBT − 1)−1 is the photon occupancy number. For the
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frequencies and source temperatures generally under consideration with Prime-

Cam, ℏω ≫ kBT and n0 can be ignored, however when relevant it adds a term

that goes as P 2
abs to NEP 2

photon.

2.5.4 Generation-Recombination Noise

Within the superconductor, the dynamic balance of pair-breaking, due to op-

tical absorption and thermal fluctuations, and random recombination through

scattering leads to discrete statistical fluctuations in the charge carrier densities

of both Cooper pairs and quasiparticles. This generation-recombination noise,

as it is called, can be estimated by looking at the overall fluctuations in the total

population of quasiparticles as done in [119] or [27]. In general, the power spec-

tral density due to generation-recombination noise is spectrally white except for

a high frequency cutoff set by the quasiparticle lifetime [27]:

SGR(f) =
4Nqpτqp

1 + (2πfτqp)2
(2.96)

where Nqp is total quasiparticle number and τqp is the quasiparticle lifetime

discussed in section 2.2.2. While generation noise due to optical power is

accounted for in the photon noise above, there is also thermal generation

noise and recombination noise. A full consideration of the thermal generation

noise and recombination noise yields the following expression for the NEP at-

tributable to generation-recombination [119]:

NEP 2
GR =

4Γth∆
2
0

η2ph
+

2Nqp∆
2
0

η2ph
(τ−1

max + τ−1
qp )

=
[
2Nqp,th(τ

−1
max + τ−1

th ) + 2Nqp(τ
−1
max + τ−1

qp )
] ∆2

0

η2ph
.

(2.97)
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Here Γth is the thermal quasiparticle generation rate, Nqp,th is the thermal pop-

ulation of quasiparticles, and τth is the estimated thermal quasiparticle life-

time. The factor of (∆0/ηph)
2 arises from the conversion factor (dNqp/dPabs)

−2.

If we make the assumption that our quasiparticle population is dominated by

optically-generated photons such that the thermal generation term is negligi-

ble, then we can combine this expression with the photon noise to get a single

formula for fully photon-limited NEP:

NEPGR+photon =

√
2Pabs

(
ℏω(1 + no) +

∆0

ηph

)
. (2.98)

2.5.5 TLS Noise

Finally, we consider the noise due to two-level systems (TLS). Early on in the

development of KIDs, it was shown that there is excessive loss and noise in the

frequency direction that is well-modeled by the presence of a random, uniform

distribution of TLS within the amorphous dielectric surface layers [44, 45]. By

tunneling between two states, these TLS can absorb microwave photons from

the probe tone and increase loss. In addition, the random tunneling causes fluc-

tuations of the dielectric constant that lead to similar fluctuations in the mea-

sured resonant frequency. A detailed treatment of these fluctuations leads to the

following expressions for the fractional shift in the resonant frequency (δxTLS)

and the change in the internal resonator loss (δQ−1
i,TLS) [42]:

δxTLS =
FTLSδ0

π

[
Re

(
Ψ

(
1

2
− ℏω

2πikBT

))
− log

ℏω
2πkBT

]
(2.99)

63



δQ−1
i,TLS = FTLSδ0

(
tanh( ℏω

2kBT
)

1 + |Pr/Psat|

)1/2

(2.100)

where FTLS is the filling fraction for what portion of the resonator volume is

host to TLS, Pr/Psat is the ratio of the tone power (Pr) to some saturation power

(Psat), Ψ is the complex digamma function, and δ0 is a the dielectric loss tangent.

It is worth noting that these expressions show the different ways to minimize

the impacts of TLS effects: by moving to higher tone powers, higher bath tem-

perature, or lower probe tone frequency. In all cases, the reduction can be un-

derstood as the TLSs being saturated to the point where emission of radiation

balances out absorption.

With this semi-empirical model for the various contributions to TLS noise,

this is one component that is traditionally designed around beforehand and

measured after-the-fact. In general, this component has a frequency dependence

that goes as

STLS
x (f) ∝ f−1/2T−β

bathP
−1/2
r (2.101)

with Tbath being the bath temperature and β being between 1.2 and 2 [44, 63].

2.5.6 Total NEP

Looking back at the full expression for frequency-based readout and adding in

the readout noise for completeness, we can predict the following [119]:
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NEP 2
freq = 2Pabshν(1 + no) +

4Γth∆
2
0

η2ph
+

2Nqp∆
2
0

η2ph
(τ−1

max + τ−1
qp )

+
4ηaχqp∆0

η2ph
Pa +

8N2
qp∆

2
0

β2η2phχ
2
cχ

2
qpτ

2
qp

kBTa

Pa

+
8N2

qp∆
2
0Q

2
i

β2η2phχ
2
qpτ

2
qp

STLS
freq .

(2.102)

The first three terms are the photon, thermal generation, and recombination

noise, followed by the tone-power generation noise (which is hopefully negli-

gible), amplifier noise, and lastly TLS noise. ηa is the tone power quasiparticle

generation efficiency, Pa is the absorbed readout tone power, χqp is the fraction

of internal loss due to quasiparticles, β is the ratio of the frequency response to

the dissipation response from Equation 2.56, χc is the coupling efficiency factor

(4QcQi/(Qc +Qi)
2), and Ta is the noise temperature of the amplifier.
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CHAPTER 3

COMPARISONS OF TIN & AL KINETIC INDUCTANCE DETECTORS

Superconducting detectors have become the state of the art for measuring

faint astronomical signals at millimeter and submillimeter wavelengths. Kinetic

inductance detectors (KIDs), a type of superconducting resonator [26], have be-

come an increasingly popular choice in recent years due to their sensitivity and

ease of multiplexing. KIDs allow for high detector counts and photon-limited

sensitivity, while also being simpler to read out than comparably-sensitive tran-

sition edge sensors. At the same time, the technology is new enough that there

remain significant questions about their noise performance and optimization

for the field, one of the most basic of which is the choice of material for the de-

tector. For photon-limited operation of KIDs at millimeter and submillimeter

wavelengths, KIDs have typically been designed for bath temperatures of 100–

300 mK with an inductor transition temperature, Tc, of 0.5–1.5 K [1, 12, 33, 110].

At the same time, the material must also be robust to fabrication at wafer-scales

and repeated cryogenic cycling.

Given these constraints, two of the most popular materials for KIDs in these

bands are aluminum (Al) and titanium-nitride (TiN), both of which have shown

photon-limited noise performance [59, 68] and have been fabricated at array

scales. The primary difference between these materials is that TiN is a “dis-

ordered” superconductor, meaning that it has much higher resistivity above Tc

than Al, which has several implications, including higher kinetic inductance per

square and easier impedance matching for photon absorption. Imaging experi-

ments that have fielded Al KIDs include NIKA [71], NIKA2 [1], OLIMPO [80],

and MUSCAT [15], while TiN detectors have seen use for MAKO [101], BLAST-
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TNG [33], TolTEC [114], and, at slightly higher frequencies, ARCONS [69].

CCAT’s 280 GHz instrument module for Prime-Cam provides an opportu-

nity to test these two materials side-by-side in a near 1:1 setting. It will include

∼10,000 kinetic inductance detectors (KIDs) across three arrays. The first KID

array was fabricated out of tri-layer titanium-nitride/titanium/titanium-nitride

(referred to here as TiN/Ti/TiN or TiN), while the other two arrays were entirely

out of aluminum (Al). All three arrays were fabricated on 550-micron silicon-

on-insulator wafers by the Quantum Sensors Group at the National Institute for

Standards and Technology (NIST) in Boulder, CO.

Figure 3.1: TiN pixel design (bottom right) showing two polarization-sensitive
detectors. (Bottom left) Al pixel design shown at a similar scale.
Close-ups of the respective absorbers are shown on the top, display-
ing both the meandered Al absorber and the TiN absorbers with Al
patches.
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3.1 Designs for 280 GHz TiN and Al Pixels

Two types of KID pixels have been developed for the 280 GHz instrument mod-

ule. As described above, one of these uses TiN and the other uses Al. Both

pixel types are lumped element polarimeters evolved from previous NIST de-

signs. A single pixel contains two detectors with front-side illuminated, orthog-

onal antennas that are impedance-matched to the feedhorn-coupled waveguide.

The primary components include a polarization-sensitive antenna that serves

as both the inductor and a direct absorber, an interdigitated capacitor (IDC)

for coupling to the readout line, and an IDC to set the total capacitance. On

the backside, the wafer is deep-etched down to the 80-µm device layer and de-

posited with an aluminum ground plane, making a quarter-wavelength reflec-

tive backshort to improve the optical coupling. Sample devices are shown in

Figure 3.1.

The Al devices are passivated with a layer of amorphous silicon and have

a Tc ∼ 1.4 K and sheet resistance of Rs ∼ 1 Ω/□ (Ohms per square). The

TiN/Ti/TiN trilayer devices have a Tc ∼ 1.1 K, and Rs ∼ 90 Ω/□. Due to Al

having much lower normal resistance, the Al inductor is meandered with finer

traces (∼1 µm vs. ∼4 µm linewidth) (as shown in Figure 3.1) to better match

the waveguide impedance. To tune the desired absorber volume while balanc-

ing responsivity and coupling efficiency, 100-nm thick patches of Al are placed

above the TiN multilayer absorber to act as a short without significantly affect-

ing the impedance as done in the TolTEC designs [12]. Finally, the Al detectors

have slightly larger capacitor geometries. Additional details can be found in

[11, 12, 18].
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3.2 Data and Testing Methods

Figure 3.2: Block diagrams of the cryogenic RF chains for data presented here.
(Left) The set-up for data acquired at Cornell in a Bluefors SD-250
using Al ”witness” pixels fabricated simultaneously with the first
full array. The total attenuation (including cable loss) on the input
side was roughly 34 dB ± 1 dB. (Right) is the set-up for data acquired
in a Bluefors LD-400 using the fully assembled TiN array. The total
input attenuation here (again including cable loss) was roughly 47
dB ± 1 dB. The low noise amplifiers at 4 K provided roughly 28 dB
of gain in both cases.

Lab testing of individual pixels and full arrays is ongoing at NIST and Cor-

nell (see Chapters 4 and 5). While the full range of testing at NIST and Cornell

has informed the discussion presented, all data shown here has been acquired

using the testbeds described/shown in Figure 3.2-3.6. For the Al-detectors,

three ”witness” pixels that were fabricated on the same wafer as the first com-
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Figure 3.3: Measurement instrumentation for Al ”witness” pixels. (Top left)
Three-pixel Al ”witness” chip measured with feedhorn block and
filters removed. Five of the six detectors shown were used for test-
ing, while one of the polarization directions in the central pixel was
shorted to ground. (Bottom left) The centrally-located witness pixel
box (shown with filters installed) as mounted in the Bluefors SD-
250 for use with a cryogenic black-body load. (Right) The cryogenic
readout chain diagrammed in Figure 3.2 from 40 K down to 100 mK.
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Figure 3.4: Measurement instrumentation for TiN detectors. (Top left) Full TiN
array measured prior to installation in the focal plane array pack-
age. (Bottom left) Side-view of the fully-assembled focal plane array
package mounted in a Bluefors LD-400 for array mapping with an
LED-board. (Right) Wider view of the cryogenic readout chain dia-
grammed in Figure 3.2 from 4 K down to 100 mK.

pleted array were placed in a box with conical metal feedhorns, which was then

mounted on the 100 mK stage of a Bluefors SD-250. This set-up allows for mea-

surement with a cryogenic black-body source or with an external window that

allows for optical access at a range of base temperatures down to ∼ 58 mK when

fully-closed or ∼ 80 mK with windows in place. All data has been acquired

with either an Agilent E5107C Network Analyzer or a Xilinx ZCU111 radio fre-

71



quency system-on-a-chip (RFSoC) while using the cryogenic black-body or with

the feedhorns taped over.

The TiN-detectors have primarily been measured using the completed first

full array in a Bluefors LD-400. The primary focus of the testing has been on

mapping the array with LEDs for post-fabrication editing [66], meaning that

the array has been mounted with several LED PCBs and the requisite wiring

on the front of the feedhorns. With this restriction, the bath temperature was

limited to ≳ 155 mK during the bath temperature sweeps, which is higher than

the expected operating temperature of 100 mK. All of the TiN data presented

here has been acquired with the network analyzer.

3.2.1 Al Detector Overview

An extensive amount of data has been acquired with the Al ”witness” pixels un-

der a variety of bath temperature, optical loading, and tone power conditions.

A sample trace from all five KIDs can be seen in Figure 3.5. All five resonators

are between 500 MHz and 901 MHz. Measured coupling quality factors (Qc)

are in the range of 18,000 to 36,000, and under designed loading conditions, the

total Qs ought to be the range of 8,000 to 20,000 with a few caveats. As is dis-

cussed further in sections 3.3 and 3.4, tone power optimization has a significant

impact on both the measurable resonator parameters and the observed shape of

the resonance circle, particularly at tone powers that are most relevant for oper-

ation. Since these effects on the line shape are not easily modeled, they signif-

icantly skew any resonator fits to systematically underestimate quality factors

and rotate the impedance mismatch angle described in 2.3. Figure 3.6 shows
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Figure 3.5: All five Al detectors from the witness pixel chip described above
shown at 100 mK bath temperature under a 13 K blackbody load
and with a VNA tone power of −44 dBm which is ∼ 1-2 dB below
bifurcation for the top three resonators and ∼ 3-5 dB below bifurca-
tion for the lower two detectors.
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how going from low powers to higher powers pushes the KID from deeply in

the Qi-dominated regime (Q/Qc < 0.5) through critical coupling (Q/Qc = 0.5)

to the Qc-dominated regime (Q/Qc > 0.5).

Figure 3.6: The ratio of the Q/Qc as a function of raw probe tone power in
dBm (not accounting for additional losses). Different colors corre-
spond to cryogenic black-body temperatures and fits at the high-
est tone powers are somewhat unreliable. The noteworthy aspect
here for tone-power optimization is that at each load temperature the
changing tone power drives the resonator from being Qi-dominated
(Q/Qc < 0.5) to Qc-dominated (Q/Qc > 0.5). Resonator noise is
higher when operating in the Qi-dominated regime.

Figure 3.7 shows the the resonator response to changing bath temperatures

based on well-fit data, which is, by necessity, 15-20 dB below the optimal oper-

ating powers of the resonators. This ”under-driving” of the resonators shows

most significantly in the plots of the internal resonator loss, Q−1
i (also sometimes

written as tanδi), which is much larger and much less consistent between KIDS

than it would be under optimal tone powers. Figure 3.8 shows more clearly the

impact of ”under-driving” the resonators, with color showing the power dissi-
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Figure 3.7: (Top) Fractional frequency shift vs. bath temperature based on fitted
data from five Al detectors under a 3 K blackbody load and ∼ 15 dB
below bifurcation for ease of fitting. (Bottom) Internal loss (Q−1

i ) vs.
bath temperature for the same fits. While both parameters are sen-
sitive to tone power, the quality factors are much more-so, causing
the relatively wide spread between these detectors in comparison to
TiN fits.
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Figure 3.8: Internal loss over total resonator internal energy (Q−1
i ) for an Al res-

onator as a function of bath temperature on the x-axis and colored by
internal power dissipated demonstrating sensitivity to power. The
dissipated power is estimated using the total attenuation, probe tone
power, and the S21 maximum dip depth. This sensitivity is what
complicates the resonator fitting and tone-power optimization.

pated by the resonator, a proxy for tone power. In the most extreme cases, Qi is

varying by a factor of a few from low tone power to bifurcation.

3.2.2 TiN Detector Overview

The testing for the TiN array has been both more extensive and less controlled,

given the constraints of the set-up for LED-mapping. Figure 3.9 shows an S21

sweep in dB for the band of resonators from network 5 used for more exten-

sive testing with specific resonators used being starred. This narrow range was

selected at random for purely practical reasons to reduce testing time given the
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Figure 3.9: The narrow band used for bath temperature sweeps with the spe-
cific resonators starred. The sub-band data shown was acquired at
155 mK with estimated tone power of −94 dBm.

limited control over the detector environment in comparison to the Al KIDs. All

of the starred resonators were well-fit across the full range of bath temperatures

and powers. Measured coupling quality factors (Qc) are in the range of 45,000 to

130,000, and under designed loading conditions, the total Qs are expected to be

in the range of 5,000 to 10,000. This tends to put the resonators firmly in the un-

dercoupled or Qi-dominated regime, as can be seen in Figure 3.10. Even in the

best conditions, which should be well-under the loading conditions expected

on-site, very few of the resonators have a ratio of Q/Qc > 0.5. Figure 3.11 shows

the the resonator response to changing bath temperatures for a single resonator

selected at random. These detectors show monotonic behavior that is not sig-

nificantly influenced by tone power across the full range of bath temperatures

observed. This can be contrasted with the Al KIDs seen in Figure 3.7 that show

distinct extrema in both plots.
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Figure 3.10: Plots of the ratios Q/Qc (which is closely related to the dip depth)
for all 25 TiN detectors as a function of bath temperature. We can
clearly see that most of the resonators remain in the under-coupled,
Qi-dominated regime even at low-temperatures.

3.3 Preliminary Discussion

As stated at the start of section 3.2, lab testing of individual witness pixels

and full arrays is ongoing at NIST and Cornell. With further detector editing

planned prior to deployment, we can only make preliminary statements based

on current detector performance. At this time, both detector designs are still

planned for deployment. Yields for both types of arrays are expected to be 95%

or better following LED mapping and post-fabrication editing [66], which is cur-

rently in progress for all three arrays. Measured quality factors, responsivity,
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Figure 3.11: (Top) Fractional frequency shift vs. bath temperature for one of the
TiN resonators. This resonator was chosen at random, since all of
the resonators showed near identical response (as can be seen in
Figure 5.14). (Bottom) Internal loss (inverse Qi) as a function of
bath temperature for the same resonator.
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and noise have met expectations [21]. It is worth noting that, when optimally

driven, the Al detectors have slightly higher internal quality factors under load

(significantly higher when dark). While both detectors are expected to return

science-grade data, there are several differences in performance that can be ex-

pected to impact operation or final map-making.

The noise profile of the two materials is distinct, particularly at low frequen-

cies, which is one of the features that motivated a shift towards Al detectors.

The Al detectors have been measured to have exceptionally low 1/f noise [11],

whereas the TiN have a higher photon-activated noise contribution at low fre-

quencies. This is particularly relevant for wide-field surveys and reconstructing

large angular scales, as for science cases involving the cosmic microwave back-

ground.

Additionally, the different optical response curves of the materials has been

well documented [38, 59]. While TiN KIDs show an unexpectedly linear re-

sponse to optical illumination, Al detectors have a square-root dependence.

This means detector tuning requirements during observations may differ be-

tween arrays.

One final point of discussion is the tone power sensitivity and nonlinearity,

as touched on briefly in the preceding section, and with greater depth in the

following section. Optimizing tone power is an integral part of achieving the

highest signal-to-noise for KIDs in the field. It is generally preferable to read

out KIDs at the highest tone powers attainable without reaching bifurcation, to

both maximize signal-to-noise going into the first-stage amplifier and minimize

TLS noise. On this count, it is useful that the Al detectors bifurcate at higher

tone powers. However, as a result of the interplay between the nonlinear ki-
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Figure 3.12: Typical response to changing tone power and bath temperature for
TiN (left) and Al (right) with a 10 dB offset between powers for
readability. The response of TiN is well fit accounting for nonlin-
ear kinetic inductance [100], leading to a monotonic frequency shift
with both tone power and temperature, while total Q decreases
with increasing temperature and remains constant with tone power.
In contrast, the Al resonant frequency increases between −93 dBm
and −87 dBm, before decreasing at higher powers up to bifurcation,
while the Q continually increases with tone power. Similarly, the Q
and frequency increase with bath temperature up to ∼220 mK at
all powers. Tone power is estimated at the detector and should be
accurate within 3 dB.

netic inductance [100] and nonequilibrium quasiparticle dynamics [29], the Al

detectors show more complicated interactions between tone power linearity, op-

tical loading, and the observed resonator parameters, requiring careful tuning.

Some of this is seen in Figure 3.12, which shows the non-monotonic relation-

ship between tone-power and measured resonant frequency and Q. This also

significantly distorts the resonator line shape, making it difficult to fit for these

parameters. This sensitivity to tone power will very likely necessitate either fre-

quent tuning as observing conditions vary, or resonator tone-tracking, which is

planned for implementation after deployment [97]. How this will impact ob-
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serving efficiency and on-sky noise performance remains to be seen.

3.4 Detector Nonlinearity

Given the distinct behaviors described in the preceding section and observed in

Figures 3.12, 3.7, and 3.11, it is worth spending a bit more time on the nonlinear

resonator response to probe-tone power. When describing resonator behavior,

either linear or nonlinear, we are describing a single-pole Lorentzian that is pa-

rameterized by a center frequency and a quality factor. For the particular case

of a capacitively-coupled resonator, as we previously saw in Equation 2.40, the

transmitted signal, S21, takes the form

S21 = 1− Q

Qc

1

1 + 2jQf−f0
f0

= 1− Q

Qc

1

1 + 2jQx
, (3.1)

where Q is the total quality factor, Qc is the coupling quality factor, f0 is the

center frequency, f is the frequency being probed, and x ≡ f−f0
f0

. In the complex,

or Argand, plane this traces out a circle of diameter Q/Qc that is centered at

(1 − Q
2Qc

, 0). Given the definitions of Q and S21, we also saw in Equation 2.85

that we can write the resonator’s internal energy, Er, as

Er =
2Q2

Qc

1

1 + 4Q2x2

Pr

2πf0
, (3.2)

where Pr is the readout tone power. Critically, the probe tone appears here

through both the tone power (Pr) and the frequency (through x = f−f0
f0

). In the

case of a linear resonator, the parameters f0 and Q are stationary and each point

on the resonance circle can be mapped back to the same values. If instead there

is some dependance of circuit parameters on the internal energy, then we can

see non-linear behavior, where, the underlying parameters are changing along
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with the tone power or frequency. This can be driven by a number of different

underlying physical processes and can give rise to a wide range of behaviors,

many of which are described in [103]. In general, however, we can refer to

nonlinearities as either reactive (where f0 is changing), dissipative (where Q is

changing), or both. Reactive nonlinearities shift the position (often just referred

to as the phase) on the resonance circle, while dissipative nonlinearities change

the diameter of the circle and the circle-phase relationship to f .

3.4.1 Types of Nonlinearities

In Section 2.4.3, we described nonlinear kinetic inductance, how it can impact

the resonant frequency through the inductance, and how this can impact the

resonator shape and cause the resonator state to bifurcate. This is a purely re-

active nonlinearity, and, when viewed on the resonance circle at higher powers,

appears as a lop-sided jump in phase with no change in diameter. The asymme-

try is caused by f0 shifting monotonically to lower frequencies as the resonator

energy increases. As f approaches f0 from below (x < 0), x2 decreases and Er

rises, pulling f0 down in frequency at an increasing rate until eventually we

jump over the center frequency and x2 begins to increase again. On high-side,

where x > 0, the resonator relaxes back into it’s higher frequency state as Er de-

creases, following the probe tone and causing the phase to evolve more slowly

than it would otherwise.

Another source of nonlinearity with a well-defined impact is loss to two-

level systems (TLS) [43, 81], described in Section 2.5.5 in the context of noise. At

very low temperatures and tone powers, TLS fluctuations increases the overall
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loss, decreasing the Q. Crucially, this effect is reduced at higher temperatures

and powers, allowing for nonlinearity. As the power stored in the TLS increases,

the Q likewise increase such that the circle diameter reaches a maximum on res-

onance. This can cause the resonance circle to take on an oblong shape, appear-

ing squashed on the sides. This effect is generally quite small by design, as the

total loss is the sum of several contributions, chiefly the coupling loss (loss to the

readout line), the loss to the quasiparticle system, and the TLS loss. Detectors

are designed to operate in regimes dominated by coupling loss or quasiparticle

loss. While this effect is included for completeness, it is not particularly relevant

for the discussion at hand.1.

Finally, quasiparticle absorption of microwave photons has been shown to

lead to strongly nonlinear behavior [29, 30]. By driving quasiparticles out of

thermal equilibrium, sub-gap microwave photons push the system away from

the expected Fermi-Dirac distribution, as well as explicitly altering the density

of states. Both of these appear when calculating the AC conductivity from the

Mattis-Bardeen equations, allowing for tone power to alter the conductivity in

both reactive and dissipative manners. While calculating these effects is be-

yond the scope of this work2, we briefly describe the two scenarios that can be

observed, which correspond to an effective ”heating” or ”cooling” of the quasi-

particle system. It should be noted that, while these scenarios are observed in

[29] to occur at different temperature regimes, they are sufficiently complicated

that either ”heating” or ”cooling” can occur at a wide range of temperatures.

In the case of quasiparticle cooling, quasiparticles are excited by the probe tone

1The most definite evidence that the nonlinear behavior described here is not due to a TLS
nonlinearity are the strongly correlated reactive and dissipative nonlinearities, the lack of sup-
pression with increasing bath temperature, and the near-identical temperature scaling for res-
onators on both ends of the band [43, 44, 78].

2For more detailed discussion of this approach, refer to [47, 52, 93, 102].
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to recombine more rapidly than they would otherwise, causing both a reduc-

tion in loss (increase in Q) and kinetic inductance (increase in f0). The increase

in Q causes the diameter of the circle to increase as you approach resonance,

while the increase in f0 causes the probe frequency to approach resonance more

slowly from below and more rapidly from above, leading to an asymmetry. In

the case of quasiparticle heating, the excess energy in the quasiparticle system

instead suppresses recombination, causing an increase in both loss and induc-

tance in a manner similar to above-gap pair-breaking radiation. Decreasing the

Q in this case squashes the resonance circle in the opposite manner to above,

meaning that the diameter is at a minimum when on resonance. Decreasing the

resonance frequency causes an effect similar to the nonlinear kinetic inductance,

resulting in an asymmetry in the resonance circle of the same manner.

Since the kinetic inductance nonlinearity is monotonic and well-understood,

we can account for it in a relatively straightforward manner when fitting a res-

onator. This is the case for the TiN KIDs. In cases where multiple observ-

able nonlinearities arise from different, potentially opposing physical effects,

this modeling becomes more difficult. For the Al KIDs these effects are severe

enough to significantly alter the observed resonator profile and bias fits using

either a standard linear model or a model incorporating nonlinear kinetic in-

ductance. As such, it is useful to ”unwrap” the resonance circle to show what

nonlinearities most significantly impact the observed resonator shape.
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3.4.2 Unwrapping the Resonance Circle

Beginning from a measurement of S21, if we remove the factors that arise from

the environment (i.e. the cables, amplifiers, etc.) and the impedance mismatch

(the rotation angle of the external quality factor, Qe), we can arrive back at the

pure resonator expression3. Shifting our anchor point to the origin for conve-

nience, we can rewrite this expression (which we call ŝres) in terms of the two

parameters that ought to be linear:

ŝres = 1− S21,res =
Q

|Qe|
1

1 + 2jQω−ω0

ω0

=
A(ω)

1 + 2jy(ω)
.

(3.3)

Here, A = Q/|Qe| is the diameter of the resonance circle (related to the dip

depth) and y = Qω−ω0

ω0
= Qx is the distance from the center frequency as mea-

sured in line-widths. For a linear resonator, A will be constant and y will be lin-

ear in frequency with the slope set by the Q and the zero value set by ω0 = 2πf0.

With the environment and impedance mismatch accounted for, we can convert

a position in the complex plane to an implied A and y, thus, we can use these to

fit for Q, f0, and |Qe|. From Equation 3.3, we can calculate

y(ω) = −1

2

Im(ŝres)

Re(ŝres)
(3.4)

and

A(ω) =

[
1 +

(
Im(ŝres)

Re(ŝres)

)2
]
Re(ŝres), (3.5)

where Re(ŝres) and Im(ŝres) are the real and imaginary parts of ŝres, respec-

tively. Using these expressions to identify trends in Q and f0 does require a good

estimation of and proper accounting for environmental effects. Additionally, the

3Figure 2.6 shows an example of the types of effects that need correcting to give our resonator
the expected form.
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appearance of Re(ŝres) in the denominator of both Equation 3.4.2 and Equation

3.4.2 means that the impacts of noise on calculated parameters becomes much

larger for smaller resonance circles or farther away from resonance.

One final improvement to separating out reactive and dissipative nonlinear-

ities in these plots is to plot yc = y/A = Qc
ω−ω0

ω0
rather than y, since Qc generally

does not change with tone power. We can think of this as now measuring the

distance in terms of coupling line widths rather than resonator line widths. This

is particularly useful in the presence of a dissipative nonlinearity when the res-

onator is more strongly Qi-limited than in the data presented here, such as at

higher bath temperatures or optical loading.

3.4.3 Nonlinearity Measurements

Turning our attention to the data, in Figures 3.13 and 3.14 we can see the stan-

dard kinetic inductance nonlinearity appearing in one of the TiN detectors. Fig-

ure 3.13 shows that the resonator remains on the same circle at all powers,

though as we pass bifurcation there is a jump in phase. This is confirmed in

Figure 3.14, where we have used the data from Figure 3.13 to calculate y and A

for all points on the circle. We see a flat quality factor on the bottom, while the

reactive nonlinearity in observable as a small distortion in y even well before

bifurcation. This is reminiscent of the archetypal plot from [100] reproduced in

Figure 2.8.

Let us now turn our attention to similar data from one of the Al KIDs in

Figures 3.15 and 3.16. Even before moving to the nonlinearity parameters, it is

possible to see the distortions in the Argand plane that are signatures of both
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Figure 3.13: Transformed resonance circles as a function of raw tone power
for a typical TiN detector. Note that for comparison with the Al-
detectors in Figure 3.15, the total attenuation seen here is ∼13 dB
higher and no averaging was used with this data, which is why
the noise is significantly larger. The lowest tone powers are binned
down to a lower frequency resolution, which is why the data gets
less noisy at tone powers < 50 dBm. A fit resonance circle (dashed
line) is shown for visual reference.

nonlinear kinetic inductance and quasiparticle “cooling.” The resonance circle

is expanding and pinching asymmetrically on the sides, while at the highest

powers we see nonlinear kinetic inductance causing bifurcation.

Things become more clear in Figure 3.16, which shows A and yc. In yc it

is clear that the coupling Q is not changing dramatically as the resonator is
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Figure 3.14: Resonance circles from 3.13 re-projected into the resonator parame-
ters A(ω) and y(ω). As seen with the stability of the resonance cir-
cles in 3.13, the TiN detectors are well-modeled as having a purely
reactive, monotonic non-linearity.
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Figure 3.15: Transformed resonance circles as a function of raw tone power for
a one of the Al detectors. We can immediately see the more com-
plicated behavior than with the TiN detectors. The resonance circle
is squashed into an asymmetric ”tear-drop” shape at higher pow-
ers and the diameter increases significantly with tone power. The
dashed circles are included for visual reference.

being driven between two parallel states. At low powers, we observe a de-

formation that is similar to that seen from nonlinear kinetic inductance, except

that this nonlinearity is occurring in the opposite direction. At higher powers,

we observe the nonlinear kinetic inductance begin to flatten the response and

eventually drive the resonant frequency back down in the opposite direction.

This is corroborated by the plot of A, which shows the resonator beginning in

a strongly Qi-dominated regime and continually driven up into a strongly Qc-

dominated regime. We also see which way the resonance is being pushed by
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Figure 3.16: Plots of A and yc from previous Al resonance circles with both re-
active and dissipative nonlinearities. You can see a transition be-
tween nonlinear effects as the deformation in yc changes directions
with increasing power.
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the asymmetry in A, where at lower powers there is a gradual increase in Q as

we approach the center frequency, followed by a sharper drop off after passing

it, as the resonator snaps back to its low power, low frequency state. At high

powers however, the opposite occurs, the resonance is pulled down sharply

and then follows the probe tone gradually as is typical of the kinetic inductance

non-linearity.
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CHAPTER 4

CRYOGENIC READOUT OF KIDS

Having previously considered the production and detection of astrophysi-

cal signals in kinetic inductance detectors, we now discuss the cryogenic read-

out design and how signals are recovered for processing outside of the receiver

cryostat. In order to reach the combination of detector density, high total de-

tector count, and low-noise while operating at 100 mK, the cryogenic readout

must be carefully optimized with multiple, competing constraints. In a single

280 GHz or 350 GHz Instrument Module, we need to read out the signal of ap-

proximately 10,000 detectors at rates of ∼500 Hz, while maintaining low noise

and a minimal thermal load. In addition, the design must be robust through

multiple assemblies and for years-long operation on a telescope platform that

is continually moving to scan all available regions of the sky. Finally, the read-

out needs to pass through multiple layers of shielding at various temperature

stages without compromising those interfaces. In this chapter, we describe the

cold readout for Prime-Cam’s 280 GHz and 350 GHz Instrument Modules, as

well as the various requirements and considerations that impacted the cryo-

genic readout designs, particularly noise performance, thermal loading, and

mechanical/assembly constraints.

4.1 Readout Noise

The most critical role of the cold readout is ensuring that a probe signal can

be sent to the detector arrays and measured without adding significant noise

power or distortion to the data. In an ideal system, the readout noise will have a

flat spectrum and can be characterized by an effective noise temperature, which
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is the temperature of a black body emitter that emits the observed level of noise

power. Random thermal motion within the various components of the readout

chain will produce white noise, referred to as Johnson-Nyquist noise, that scales

with the physical temperature of the component and the bandwidth being mea-

sured. As the probe tone and signal propagate through the system, not only is

it being modulated according to the scattering parameters, but it is also picking

up this additive noise power due to the thermal fluctuations of charge carriers

about the mean. We can work around this by arranging our network to substan-

tially attenuate thermal noise from higher temperature stages on the input side

and amplify the detector signal with a cryogenic low-noise amplifier at 4 K.

In an ideal scenario then, we would start with a probe tone of arbitrary

power, attenuate it (along with the thermal noise) substantially at each suc-

cessive temperature so that our thermal noise background at the detectors is

∼100 mK, connect these in a lossless manner to a low noise amplifier (LNA),

and then amplify the signal once more arbitrarily high above the thermal back-

ground. However, practical limitations in the available tone power, the dy-

namic range of the amplifiers and analog-to-digital converters (ADCs), and the

cost and thermal performance of various readout elements need to be balanced

against the desired noise level when optimizing for real world performance.

In practice, this means that we need to match the tone power attenuation

on the input to the ratio of the warmest and coldest stages (in our case 300 K

to 100 mK requires roughly 35 dB of attenuation), as well as ensure the first

stage cryogenic amplifier is suitably low noise to meet our needs. We can gain

a better understanding of this and arrive at an estimate of the readout noise

contributions from both the thermal fluctuations and the amplifier by following
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the noise through the signal chain a bit more formally.

4.1.1 Thermal Noise

It can be shown that the root mean square value of the thermal voltage fluctua-

tions, Vn, will be [87]

Vn =

√
4hfBR

ehf/kT − 1
, (4.1)

where B is bandwidth of the system, f is the center frequency of the bandwidth,

R is the resistance of the system, and T is the physical temperature. In the

Rayleigh-Jeans limit where kT ≫ hf , this simplifies to

Vn =
√
4kTBR (4.2)

from which we can also work out the power per unit bandwidth transferred to

a matched load (R = RL):

P =
V 2
n

4R
= kT . (4.3)

In our system, all impedances are matched to Z0 = 50 Ω.

Now let us can consider a network element with gain, G (or attenuation,

A = 1/G), such as an attenuator. The noise temperature (TN ) for a passive, lossy

two-port device with gain G < 1 is given by [87]

TN =
1−G

G
T = (A− 1)T (4.4)

where T is the physical temperature of the component. The output from this

element includes the input power and noise from the device itself multiplied by

the gain. Accounting for this new noise power yields the following expression

for the effective noise temperature at the output, Tout.

Tout = G(Tin + TN) =
Tin

A
+

(
1− 1

A

)
T (4.5)
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Here, Tin is the input noise temperature, representing the power at the input of

the device.

We can follow this process all the way through the chain to arrive at an ef-

fective noise temperature for the full input side of the system. If we have n total

components with the ith component having temperature Ti and attenuation Ai,

the effective noise temperature of the system, Tsys will be

Tsys =
Troom∏n
i=1Ai

+
n∑

i=1

(
1− 1

Ai

)
Ti∏n

j=i+1Aj

. (4.6)

This is referred to as the noise cascade equation. We can see that, for compo-

nents where the attenuation is quite small, such that Ai ≈ 1, the contributions to

the effective noise temperature is negligible. This is particularly true for those

components that are followed by a large amount of attenuation. Thus, we can

get a very good estimate for the thermal noise on the input side of the system

just by including the attenuators and any particularly lossy cables. This also

provides good motivation for using extremely low loss superconducting cables

between the detectors and the first stage amplification.

4.1.2 Amplifier Noise

After sending the probe tone through the array with high signal to noise, the

primary goal is to boost that signal to such an extent that the remainder of the

readout chain, which is necessarily at higher temperatures, does not add sig-

nificantly to the noise. To that end, the first stage low noise amplifier (LNA) is

perhaps the single most critical component in the cold readout chain. Unlike

with passive devices such as attenuators, there is not a straightforward relation-

ship between the noise temperature and the physical temperature and gain of
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the LNA. As such, the noise temperature of an amplifier generally needs to be

measured and is one of the critical specifications provided by the manufacturer.

In Prime-Cam’s 280 GHz Instrument Module, the LNAs are expected to have

noise temperatures of 2 K–4 K, while operating at a physical temperature of

4 K1.

We have already seen one expression for the amplifier noise in terms of noise

equivalent power (NEP) in chapter 2, but we arrive at it here from the perspec-

tive of noise temperature as described above. Thermal Johnson-Nyquist noise

affects the LNA just as other components, including through thermal fluctu-

ations in the bias voltage. The voltage power spectral density (PSD) of this

thermal noise looks like

Samp
V = 4kTaZ0 (4.7)

where Ta is the noise temperature of the amplifier. More accurately, Ta should

account for the effective temperature of the system up to the LNA with the

amplifier noise temperature being the dominant term if designed correctly. In

practice, the LNA noise temperature needs to be determined experimentally

regardless of the specifications, and the input noise contributions can naturally

be included in these measurements. In our system, the noise temperature seen

at the input to the amplifier, Tsys, is generally designed to be around Ta/10,

meaning that it adds ∼ 10% to the overall readout noise (which is subdominant

to the detector noise).

In order to compare the readout noise to the detector noise contributions

from Section 2.5, we need to convert our voltage PSD, SV , into a frequency PSD,

1Groppi Labs, Arizona State University, Tempe, AZ 85287 USA, www.thz.asu.edu

97



Sδf0 . This requires calibration through the scattering parameters using

Samp
δf0

= Samp
V

(
dVout

df0

)−2

. (4.8)

From the definition of S21 as the ratio of Vout to Vin, we can rewrite the calibration

factor, dVout

df0
, as

dVout

df0
= Vin

dS21

df0
. (4.9)

Using Equation 2.40 - with the assumption that we have already removed the

cable calibration terms - we can write out dS21

df0
as

dS21

df0
= −2j

Q2
r

Qc

f

f 2
0

1

(1 + 2jQr
f−f0
f0

)2
. (4.10)

Assuming that we are near resonance such that Qr(f−f0)/f0 ≪ 1 and f ≈ f0,

the final term goes to unity and one factor of f0 cancels. We can then plug that

expression into Equation 4.8:

Samp
δf0

= 4kTaZ0

(
1

V 2
in

Q2
cf

2
0

4Q4
r

)
=

kTa

Pr

Q2
cf

2
0

Q4
r

(4.11)

where Pr = V 2
in/Z0 is the RF tone power at the input to the amplifier. In the case

where we the total quality factor is limited by the coupling quality factor, this

further simplifies to

Samp
δf0

=
kTa

Pr

f 2
0

Q2
r

, (4.12)

however, as this is not always the case for Prime-Cam, we will not use this

simplification.

With these expressions in hand, we can convert the frequency PSD to an NEP

using Equation 2.91

NEPamp = R−1
freq

Qcf0
Q2

r

√
kTa

Pr

. (4.13)
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Figure 4.1: The entire cryogenic readout chain in Mod-Cam, including the in-
strument module (shown in cut-away view) and readout harness
components. Each separate color in the readout harness represents
a different temperature stage. The transition between the flexible
stripline of the readout harness and coaxial cabling is not shown.
As can be seen by comparison with later figures, this represents a
slightly outdated design for several components, though the general
layout has not changed. Figure reproduced from [107].

Finally, we can plug in our frequency responsivity, df0
dPabs

, either measured or

from Equation 2.76 or 2.80 to get an expression for the readout noise that is a bit

more useful than that presented in Chapter 2 (found in Equation 2.102).

4.2 Instrument Module Readout Overview

When deployed on Prime-Cam, the 280 GHz and 350 GHz Instrument Modules

will each contain roughly 10,000 detectors split across three arrays each with

six networks (a total of 18 networks per module). Prior to the design of any

individual module’s readout (or even the final decision to employ KIDs), the
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design heritage from the Simons Observatory’s Large Aperture Telescope Re-

ceiver (LATR) [117] and the choice for a modular layout of Prime-Cam set strict

constraints on the overall mechanical and network layout, while also fixing the

total cooling power available below 4 K and the available optical footprint.

Beyond these initial design constraints, Prime-Cam’s higher frequency cov-

erage in comparison to the SO LATR provides the opportunity for higher detec-

tor counts and a correspondingly higher number of readout networks. While

the focal plane architecture and thermal loading per detector was significantly

simplified by opting for kinetic inductance detectors rather than the transition

edge sensors that the SO design was built around, the practical limitations of

these detectors also reduce the optimal multiplexing factor from roughly 1,000

per line [92] to around 600 per line [97]. This results in a total of 18 networks for

each polarimetric module at 280 GHz and 350 GHz.

In both Mod-Cam and Prime-Cam, the layout can be broken down natu-

rally between the components mounted on or within the instrument modules

(which includes components between 4 K and 100 mK), a shared readout har-

ness spanning 300 K to 4 K, and an isothermal 4 K transition to connect the two.

This network layout is shown schematically in Figure 4.2. Magnetic shielding

is placed around each instrument module at 4 K, leaving a cylindrical volume

behind each focal plane that is approximately 41 cm in diameter and 17.5 cm

in depth for mounting all readout and associated mechanical components be-

low 4 K. While the instrument modules are fully shared between both receivers,

the readout harness and isothermal transitions are modified in Mod-Cam to ac-

commodate its unique layout and purpose as a flexible testbed. The room tem-

perature microwave frequency multiplexed readout system for Mod-Cam and
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Prime-Cam is currently in development, and is designed to run on the Xilinx

ZCU111 Radio Frequency System on a Chip (RFSoC) [97].

Figure 4.2: Network layout for the 280 GHz and 350 GHz instrument modules
within both Prime-Cam and Mod-Cam, excluding the majority of the
warm readout electronics. The cold readout is naturally separated
into the instrument module and readout harness as shown here.
Once outside of the receiver, the networks connect to an RFSoC-
based readout system as described in [97], which also includes vari-
able attenuators and additional room temperature amplification.

4.3 Network Summary

Taking a closer look at the network layout for the 280 GHz and 350 GHz in-

strument modules, Table 4.1 summarizes the primary components of the input

chain and their contributions to the expected thermal noise seen at the LNA.

As described in 4.1.1, the dominant contributions to the thermal noise are the

attenuators at the 4 K, 1 K, and 100 mK stages. All semi-rigid coaxial cables and

flexible stripline before the detector array are included, as these account for the
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majority of the remaining attenuation. Additionally, the superconducting cables

between the output of the detectors and the input to the LNA are included to

provide scale for loss and thermal noise added in that stage.

All of the NETs were calculated using Equation 4.6. Models for the semi-

rigid coaxial cable thermal conductivity and temperature- and frequency-

dependent attenuation were calculated using [20, 24, 74]. Estimates for the ther-

mal conductivity and attenuation of the flexible stripline circuits were deter-

mined from [75, 108]. When calculating the NET contributions of the bridging

components between temperature stages, the intermediate stage temperatures

were estimated using these thermal models with the resulting numbers being

195 K for the connection from 290 K to 40 K, 29 K for the connection from 40 K

to 4 K, 3.1 K for the connection from 4 K to 1 K, and 740 mK for the connection

from 1 K to 100 mK.

For the semi-rigid coaxial cables, we are using 1.19 mm outer diameter stain-

less steel prior to the detectors and 2.19 mm outer diameter niobium-titanium

cables between the array and the LNA [24]. The predominant considerations

for the choice of materials were the attenuation and the passive thermal loading

on the colder stages of the receiver. Prior to the detector array, stainless steel

was chosen for use between temperature stages rather than copper-nickel ca-

bles due to the significant reduction in passive thermal loading. The expected

thermal loading numbers are shown in Table 4.22 This will become increasingly

important as we increase the number of instrument modules in Prime-Cam,

but the design shown here remains well within the thermal budgets for a fully-

populated Prime-Cam. A more thorough discussion of the considerations for

2Based on figures calculated with the code from https://github.com/ASU-Astronomical-
Instrumentation/CryoChainCalc.
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Table 4.1: A summary of all of the principal cryogenic readout components lead-
ing up to the first stage amplifier. The first column shows the temper-
ature stage or stages that the component is connected to. The sec-
ond column shows the expected loss in dB for the given component
at 500 MHz (with 1 GHz shown in parentheses). The third column
shows the expected contributions in mK to the NET at the input of
the LNA using Equation 4.6. These estimates all assume just 0.5 dB of
loss in the detector package, which is on the very low end of reason-
able. The deeper the resonator dip, the lower these estimates become
as the array further attenuates any thermal noise that precedes it. The
key takeaways are that the attenuators and room temperature readout
dominate the NET and the anticipated NET is well below that of the
LNA. All additional components (including feedthroughs and hand-
formable coaxial cables) are expected to contribute a few percent (or
less) in total to the real NET. This is similar to or smaller than the un-
certainties in the effective temperatures and attenuation values used.

Component Temperature Loss @ 0.5 (1) GHz NET @ LNA
[K] [dB] [mK]

Warm Readout 290 – 34
Stripline 290, 40, 4 1 (2) 5

4 K Attenuator 4 20 (20) 65
SS-SS to 1 K 4, 1 0.55 (0.75) 8

1 K Attenuator 1 6 (6) 57
SS-SS to 100 mK 1, 0.1 0.5 (0.7) 8

100 mK Attenuator 0.1 10 (10) 78

Detector Package 0.1 0.5–5 ≳11

NbTi-NbTi to 1 K 0.1, 1 < 0.05 (< 0.05) < 8
NbTi-NbTi to 4 K 1, 4 < 0.05 (< 0.05) < 35

Estimated Total – 38 dB (39.5 dB) ∼311 mK

semi-rigid coaxial cable materials can be found in [62].

Looking past Table 4.1, the LNAs are expected to all have a gain of 28-32 dB

in this frequency range. With a noise temperature of 2–4 K, this total gain moves

the noise floor to between 6 and 13 dB above the room temperature noise. The

remaining components in the cryogenic and warm readout are thus designed

to keep the total loss below 3 dB until reaching the RFSoC enclosures, at which

103



Table 4.2: Expected thermal loading from readout components at each of the
4 K, 1 K, and 100 mK stages of the 280 GHz instrument module. The
right column quotes the thermal loading for a total of 18.

Component Cold Temp. Thermal Cable Cable Thermal
Stage Cond. Length Diameter Loading

[K] [µW cm/K] [cm] [mm] [µW ]
LNAs 4 – – – 92,000

SS-SS to 1 K 1 8.4 16 1.19 28
SS-SS to 100 mK 0.1 1.0 14 1.19 1.2
NbTi-NbTi to 1 K 0.1 2.2 14 2.19 2.5
NbTi-NbTi to 4 K 1 13.1 8 2.19 88

point additional variable attenuators and amplifiers can be used to optimize the

performance for the dynamic range of the analog-to-digital converters.

One important caveat to note about the proceeding discussion and Table 4.1

is that these are not accounting for any loss at the detector array itself, which is

dependent on the dip-depth of the detectors and thus the particular loading con-

ditions and responsivity. An additional caveat is that there still remains some

significant uncertainties in the final operating temperatures of Prime-Cam’s in-

termediate temperature stages due to the construction and characterization of

the cryostat being not-yet-complete. This is the primary reason for presenting

the NET contributions in this particular format, since it allows for relatively

straight forward scaling once individual temperatures are determined more pre-

cisely. With these two caveats in mind, the data in Table 4.1 should be consid-

ered a rough estimate of an upper bound for the thermal readout noise. The fact

that it is a factor of several below the amplifiers’ noise temperatures tells us that

we can quite confidently say that this noise will not impact our ability to reach

photon-limited noise performance. Later on in this Chapter we describe some

of the performance validation we have done to ensure this.
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4.4 Module Mechanical Design Details

The readout design specific to the module is shown in Figure 4.3. The read-

out from the 100 mK arrays to 4 K relies on a combination of semi-rigid and

hand-formable coaxial cables. The semi-rigid cables are stainless steel on the

input side and niobium-titanium on the output side, while the hand-formable

cables are copper. These copper cables are used at isothermal stretches to re-

duce complexity during installation. Attenuation is included at each stage on

the input side to reach the desired tone power and noise temperature, and low-

loss superconducting cables carry the output signal across between each of the

temperature stages spanning from the array and first-stage amplification at 4 K.

Coaxial cables running from the focal plane arrays are heat sunk at 1 K on the

1 K radiation shield, as well as at 4 K on the magnetic shield where all LNAs

are located. After being routed through the magnetic shield, coaxial cables are

surrounded by slotted A4K covers to complete the magnetic shielding. PCBs

for breakout of LNA bias lines are also located at 4 K. To better understand the

different mechanical aspects of this design and how they come together during

the assembly process, we can consider this design starting at the detector level

and working our way out of the module.

4.4.1 Interface to Arrays

Beginning with the 100 mK stage, the variations between the two different ar-

ray module designs (see Chapter 5) necessarily require slightly different rout-

ing. Most notably, the TiN detector module has side-mounted SMA connectors,

whereas the Al detector modules utilize rear-facing SMA connectors. To min-
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Figure 4.3: Cut-away overview of transitions from detector arrays to low noise
amplifiers (LNAs) outside of the magnetic shielding at 4 K. The bot-
tom of this image shows the 100 mK stage containing all detector
arrays at the innermost layer of the module. The next level up in-
cludes a radiation shield with a blackened interior (shown as copper-
colored here) and gold-plated lid at 1 K, for re-organizing the cable
routing for 4 K and beyond. The top level and outermost section in-
cludes 18 LNAs at 4 K. Hand-formable copper cables are blue, super-
conducting NbTi cables are grey, and stainless steel cables are brown.

imize the complexity due to this, the routing directly to the arrays is handled

by an isothermal stretch of hand-formable coaxial cables as pictured in Figure

4.4. This allows for identical cable routing for all of the semi-rigid coaxial cables

between the two designs. It also allows for the use of right-angled SMA connec-

tors for the TiN detectors and flexibility in the exact placement of the 100 mK

attenuators. This is the only part of the design that has any differences across

the three arrays.
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Figure 4.4: (Left) The 100 mK interface to the array shown as a close up for one
of three arrays in Solidworks. The final interface uses hand-formable
coaxial cables to allow for flexibility between the various connector
positions and module designs. (Right) Everything from the 100 mK
stage except for the coaxial cables.

4.4.2 Transition to 1 K

Making the transition up to the 1 K stage requires additional consideration for

both the thermal loading and the practical assembly process. We use an as-

sembly jig with removable installation posts to balance both of these aspects.

The linkage between two stages of different temperature necessitates the use

of semi-rigid coaxial cables with low thermal conductivity (as opposed to the

copper conductors used for flexible, isothermal connections). On the input side

where higher loss is acceptable (or even beneficial), we use stainless steel ca-

bles, whereas the output uses niobium-titanium, which is essentially loss-free at

these temperatures. During assembly, the 1 K and 100 mK components are held

together by two temporary posts, providing support for the semi-rigid cables.

After the 1 K radiation shield lid is in place and the 1 K SMA feedthrough panels

have been attached to it, these installation posts are removed from above and

replaced with aluminum caps. An extended overlapping lip around the panel
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Figure 4.5: The 100 mK to 1 K transition prior to installation of the 1 K radi-
ation shield lid shown in Solidworks (top left) and partially assem-
bled with cables in loopback for a cryogenic test (top right). (Bottom)
The assembly jig for installation of the 1 K radiation shield during in-
stallation with removable temporary posts in place, and afterwards
with them removed.
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edges is meant to mitigate any light leakage from the warmer stages down to

the 100 mK stage. This is finished by a further layer of tape over the seams

following installation.

4.4.3 Transition to 4 K

Figure 4.6: Cryogenic assembly test of the transition from 1 K to 4 K. As de-
scribed below, intermediate interface is used to simplify cable rout-
ing with flexible cabling.

Transitioning up to the 4 K stage involves similar considerations to those for

connecting the arrays up to the 1 K stage. Once again, the complexity is reduced

by separating this out into a flexible isothermal stretch and a semi-rigid temper-

ature transition. While making the transition up to the higher temperature stage

and out of the magnetic shield, we are also re-organizing the cables from indi-

vidual network pairs down at the detectors to groups of input lines and output

lines (still keeping all three arrays separate). As seen in Figure 4.6, the messy

transition is handled by flexible cable linking the 1 K feedhthrough panel of the
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installation jig to a simpler helper panel that mimics the eventual layout used

in the 4 K magnetic shield feedthrough panel. From here, semi-rigid cable is

once again used for transitioning to the higher temperature. Since the spacing

is slightly less dense than the installation jig and the machining tolerances on

the magnetic shield are considerably less precise, we do not use additional sup-

ports for the 4 K transition panel and instead rely on the rigidity of the cables

to hold the panels in place during the installation of the magnetic shield. As a

result, we need to be careful not to damage the cables during the installation

process by bumping them or torquing them too heavily.

Rather than attempting to be light tight, the shielding consideration here is

for stray magnetic fields. Once the larger magnetic shield has been installed

with the readout feedthrough panels in place, the individual cables are sur-

rounded by perpendicular slats to avoid having large gaps in shielding. The

detailed assembly process for completing the magnetic shielding is shown in

Figure5.4. At this point, we use supports to construct a small box around the

feedthrough panels, some of which is shown in Figure 4.7 during a test assem-

bly.

4.4.4 Rear of Module

After the installation of these 4 K transition boxes, the final aspect of the in-

strument module readout design is the installation of the 18 LNAs and their

heatsink, which is given a strong thermal link down to the larger 4 K flange.

For ease of cable routing, the LNAs are mounted at a slight upward angle that

can be seen in Figure 4.8. As these are the dominant source of thermal load-
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Figure 4.7: (Left) Wide view of the transition out of the magnetic shield during a
cryogenic test assembly. (Right) Close-up view of the transition mid-
way through the assembly of the box for supporting the feedthrough
panel. During this particular test assembly, a spacing conflict be-
tween the semi-rigid cable connectors and the shielding slats was
identified, which has since been resolved by adjusting the height of
the box walls.

ing at low temperatures from the readout chain, the heatsink includes options

for providing additional heat strap attachment points. DC wires for biasing the

amplifiers are also broken out from larger cables through PCBs mounted on the

rear of the module. From this arrangement of cables (the inputs arranged along

the outside of the module and the outputs along the inside), the modules are

connected to the readout harnesses through longer sections of flexible coaxial

cable. The exact arrangement of the cables for this transition will differ between

Mod-Cam and Prime-Cam, as well as by the position within Prime-Cam.
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Figure 4.8: (Left) Rear of the 280 GHz instrument module as seen in Solidworks.
(Right) A picture of the rear of the module and the transition to the
readout harness during a cryogenic assembly test in Mod-Cam.

4.5 Readout Harness

From 4 K to 300 K, an RF stripline design based on those used for ALPACA

[75, 108] runs roughly 18 inches of flexible radio frequency stripline through a

readout harness with mechanical designs based on the Universal Readout Har-

ness for the Simons Observatory [72, 92] (Figure 4.3). Each flexible board holds

six RF feedlines with custom SMP connectors on both ends. These SMP connec-

tors then mate to a transition board that switches all lines to SMA connectors.

With six RF feedlines per stripline, a full detector array can be read out using just

two striplines, each of which holds three of the six networks. The readout har-

ness design shown, which is specific to Mod-Cam, sacrifices some efficiency in

stripline density to allow for greater modularity when testing modules with al-

112



ternative readout requirements or additional DC line requirements. Not shown

in detail is coaxial cable routing required for transitioning between the readout

harness and instrument module. This will require the most substantial modifi-

cation between Mod-Cam and Prime-Cam.

4.6 Performance Validation

Significant work has been done to ensure that the described readout hardware

will perform as expected during operation, both in terms of the noise perfor-

mance and the mechanical robustness. While the full readout system has not

yet been installed with detectors in Mod-Cam at the time of this writing, each

of the individual components of the system has been demonstrated to perform

as expected. We briefly describe some of the screening work that has been done

towards this end and show some of the results.

While undergoing a full mechanical test of the 280 GHz instrument mod-

ule within Mod-Cam, we were able to screen the mechanical performance of

the cryogenic readout chain in its near entirety. Several pictures of this test as-

sembly are shown throughout section 4.4. To allow for time domain reflectom-

etry (TDR) measurements when cold, all attenuators were replaced with 0 dB

equivalents and amplifiers were not included. In addition, to improve our un-

derstanding of the input and output sides of the readout chain separately, two

of the networks were hooked up input-to-input and output-to-output. Figure

4.9 shows the transmission data for all six channels installed as measured at the

output of the magnetic shield. These measurements were acquired at room tem-

perature prior to the installation of the instrument module within Mod-Cam.
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While taking a set of TDR measurements in this configuration, one of the hand-

formable coaxial cables on the output-to-output chain was flagged for issues

that would have normally caused its replacement at this step, but was left in

place.

Figure 4.9: Transmission amplitude measurements acquired at room tempera-
ture for the instrument module only portion of the cold readout for
performance validation prior to the module’s installation in Mod-
Cam for a full cryogenic test. All data was acquired with a vector
network analyzer. For ease of troubleshooting when cold, all atten-
uators were replaced with 0 dB equivalents and the amplifiers were
not included. Channels were hooked up in pass-through, with the
exception of channels 1 and 2, which were hooked up input-to-input
and output-to-output.

Following the installation of the instrument module, a pair of flexible

striplines and interface PCBs were installed in the modular readout harness of

Mod-Cam and tested warm similarly. These transmission results are shown in

Figure 4.10 for six of the twelve lines. This particular set is shown because it suc-
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cessfully identified a problem (later confirmed to be a faulty PCB) through the

resonance feature in channels 1 and 2. This particular issue could also be seen

clearly in TDR and cross-talk measurements (shown on the inset to Figure 4.10)

and demonstrated the success of these screening steps during the installation

process. With these components flagged (but not replaced for this cooldown),

we proceeded to cool down the entire module to its base temperature and retake

these measurements with the fully assembled readout chains.

Cryogenic transmission measurements are shown in Figure 4.11. Channels

3 and 4 behaved precisely as expected, as did the channel 1 and 2 input-to-

input chain, while the remaining 3 chains had transmission issues. The first and

most straight-forward of these was the combined output chains that had previ-

ously been flagged for both a faulty coaxial cable and a faulty transition PCB.

This chain developed a large resonance feature above 1 GHz that was almost

certainly due to the transition PCB. Channel 5 had greatly reduced transmis-

sion, which was found to result from a failure in the transition from the read-

out harness to the instrument module, which was the only section not to have

been screened prior to cool down. Similarly, channel 6 had reduced transmis-

sion with a variety of strong resonance features which resulted from a faulty

component standing in for the 4 K amplifier, which is located between the two

previously-screened sections of channel 6.

The final readout validation (prior to upcoming full tests with the com-

pleted module) has been the use of the warm readout electronics to demonstrate

photon-limited performance levels in a cryostat with relatively larger NET than

expected from the final components. Using the same set-up and detectors as

described in Chapter 3 for Al pixel testing along with RFSoC-based readout
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Figure 4.10: Example transmission amplitude measurements acquired at room
temperature for the stripline and transition PCB portion of the cold
readout following the stripline’s installation in Mod-Cam for a full
cryogenic test. As each stripline contains both input and output
lines for half of an array, this is showing only the output lines across
two striplines. While the inputs were fully consistent across all
channels, a faulty transition PCB was identified and flagged for
replacement during this particular screening. This could also be
seen by looking at the cross-talk (shown in the inset) between chan-
nel 1 and 2 outputs and channel 1 input and output. All data was
acquired with a vector network analyzer with averaging off and
sweep time reduced to better observe transient behavior from loose
connections which resulted in the elevated noise levels as compared
to Figure 4.9.
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Figure 4.11: Full chain transmission amplitude measurements acquired at base-
temperature in Mod-Cam for a full cryogenic test. As with Figure
4.9, all attenuators were replaced with 0 dB equivalents and am-
plifiers were not included. Channels 5 and 6 are excluded from this
plot due to a flexible coax failure with channel 5 and a stand-in com-
ponent failure for channel 6. The large resonance feature seen in the
channel 1 and 2 outputs was found by time domain reflectometry to
result from bad components that were flagged prior to cool down.
All data was acquired with a vector network analyzer. For refer-
ence, the inset shows the readout chain used for noise measure-
ments in Figure 4.12, which has an equivalent noise temperature
that is a factor of five higher than the instrument module readout
chains.
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[97], Figure 4.12 shows measurements of the responsivity and noise equivalent

power. The data were acquired using a cryogenic cold load as an optical source

and tuned to be optimally biased. Figure 4.12 clearly demonstrates a substantial

increase in noise with optical loading even while this system’s readout noise is

higher than what can be expected from the instrument modules. These results

indicate that the readout design presented here is expected to be able to achieve

photon-noise dominated performance on the telescope under realistic loading

conditions.
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Figure 4.12: Responsivity and noise measurements for one of the 280 GHz alu-
minum witness detectors shown in Chapter 3 measured with an RF-
SoC. The top plots show the detector response in magnitude (left)
and phase (right) under an increasing optical load from a cryogenic
cold load. The bottom left shows the optical response as a function
of optical load for a variety of probe tone powers. Note that the tone
power includes an arbitrary absolute power offset, and should only
be referenced for relative power. This is the relevant plot for con-
verting voltage fluctuations to power fluctuations when processing
noise data. The bottom right shows the noise equivalent power vs.
optical power at an optimal tone power in black and 3 dB below in
gray. The full noise model is shown plotted with the solid line, indi-
cating that the detector is photon-noise dominated in the expected
loading range of ∼ 7 pW. Data and figures provided by Colin Mur-
phy and Steve Choi.
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CHAPTER 5

CCAT’S FIRST THREE KID ARRAYS

While the full deployment of Prime-Cam will support up to seven indepen-

dent instrument modules with three detector arrays each, at first light and for

commissioning the telescope we will deploy Mod-Cam’s singular instrument

module with three 280 GHz arrays. Additional detector arrays and instrument

modules are under development for deployment alongside the 280 GHz module

in Prime-Cam, including additional broadband modules centered at 350 GHz

and 850 GHz [17, 106] and the EoR-Spec spectrometer module [22].

While the 350 GHz Instrument Module is planned to be uniform across its

three arrays, the 280 GHz module includes two different detector and feedhorn

array types. The first KID array utilizes a TiN/Ti/TiN tri-layer, while the other

two arrays utilize a single layer of Al. All three arrays were fabricated on 550-

micron silicon-on-insulator wafers by the Quantum Sensors Group at the Na-

tional Institute for Standards and Technology (NIST) in Boulder, CO.

Each detector array is mounted at the instrument module’s focal plane

within an individual array package that serves several purposes, including

aligning the detector wafer and feedhorns, coupling the array to RF readout

lines, and thermally sinking everything to the 100 mK plate. This packaging is

required to be robust through multiple assembly and disassembly cycles during

testing and LED-mapping prior to deployment. The TiN array utilizes a gold-

plated aluminum package and machined aluminum feedhorns, while the two

Al arrays use gold-plated Si-platelet feedhorns with gold-plated copper pack-

aging. These distinct feedhorn types require unique array package designs to

meet the alignment and assembly requirements. Both feedhorns are based on
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Figure 5.1: Cross-section view of the 280 GHz instrument module. Each of the
three lens and filter positions can be seen, as well as additional fea-
tures to reduce noise from stray light and magnetic fields. Figure
based on Figure 5 of [107].

the same numerically-optimized spline profile used on TolTEC’s 1.1 mm array

[12, 95], and the differences in performance are expected to be minimal based

on simulations and early measurements.

In this chapter, the focal plane packaging is described in detail for both styles

of feedhorn and several milestones are described in the preparation of all three

arrays for first light. We begin with an overview of the instrument module

designs for context.

5.1 Instrument Module Overview

Just as there are many elements of shared design heritage between FYST and the

Simon’s Observatory’s (SO) Large Aperture Telescope (LAT) and their respec-
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tive cameras, Prime-Cam and the Large Aperture Telescope Receiver (LATR),

the initial design for Prime-Cam’s instrument modules was based on those of

LATR Optics Tubes [117]. Many design elements were carried over with minor

iteration, including thermal isolation, lens and filter placement, and cold finger

designs. These can be seen in Figure 5.1, which shows a cutaway view of the

280 GHz instrument module with all optical and readout elements in-place. At

the same time, the readout and thermal requirements at 100 mK for a focal plane

based on transition edge sensors (TESes), as used by SO, is substantially differ-

ent from those of an MKID-based focal plane. While the wiring is reduced in

complexity for the Prime-Cam design in many ways, it also requires a roughly

three-fold increase in the number of radio frequency lines dedicated to reading

out detectors. Readout designs are discussed in greater detail in Chapter 4. A

detailed description of the updated designs for the 280 GHz instrument module

can be found in [107].

5.1.1 Temperature Stages & Optics

Each instrument module has an independent optical path with up to 36-cm di-

ameter aperture optical elements, and includes 4 K, 1 K, and 100 mK stages.

Light enters the module after passing through a 300 K ultra-high-molecular-

weight polyethylene (UHMWPE) vacuum window and 40 K infrared-blocking

filters [3]. It is then re-imaged onto the focal plane by three metamaterial, anti-

reflection-coated silicon lenses [23, 25, 48] distributed between the 4 K and 1 K

stages of the module. Out-of-band light is blocked by absorbing alumina fil-

ters [31], metal-mesh infrared-blocking filters [105], and low pass edge (LPE)

filters [3], which also serve to define the high side of the pass-band. Further
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Figure 5.2: A ray trace of the cold optics design for a single Simons Observatory
optics tube. This same overall cold optics design is shared for the
280 GHz instrument module. Figure reproduced from [31].

stray light mitigation is provided by the same injection molded, carbon-loaded

plastic metamaterial tile coating design that was developed for the SO LATR

modules [50, 115, 117]. Flat versions of these tiles are applied to the 1 K Lyot

stop, while the 1 K ring baffles and shield are coated in Stycast 2850 FT with

coarse and fine carbon powder. Figure 5.2 shows a ray-trace of the optical path

through one of the Simons Observatory LATR optics tubes from [31].

5.1.2 Magnetic Shielding

Since kinetic inductance detectors are sensitive to stray magnetic fields (as

shown in Figure 5.3), a magnetic shield is used as part of the 4 K stage to enclose

the module from the mounting point for the low noise amplifiers to just beyond
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Figure 5.3: (Left) A comparison of the measured dark Qi values both with and
without a magnetic shield for one network on the 280 GHz TiN KID
array. (Right) Close-up view of the transmission data for several res-
onators measured with and without the magnetic shield. Both of
these plots demonstrate the clear increase in the internal loss as a re-
sult of stray magnetic fields. Figure reproduced from [18].

Figure 5.4: Rear view of the magnetic shield with readout components only par-
tially assembled and installed for clarity. The inset images show the
assembly process for the slotted covers which surround the semi-
rigid coaxial cables.
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the second lens. The A4K1 magnetic shielding for the module was developed

from the SO LATR design to accommodate the 280 GHz MKID readout design.

In the SO design, extended ”chimney” designs surround the entrance points for

both 1 K and 100 mK cold fingers and all readout lines to mitigate stray mag-

netic field leakage. Due to spatial constraints caused by the increased number

of readout lines, the “chimney” design around the RF chains was replaced by a

set of slotted covers that run perpendicular to one another and surround each

individual coaxial cable. The extensions were kept around both cold fingers, but

with a slight increase in the opening diameter to make assembly easier. Both of

these features can be seen in Figure 5.4.

5.1.3 Focal Plane Layout

As previously mentioned, the 100 mK stage of 280 GHz instrument module

is populated with three independent, hexagonally-tiled detector arrays with a

shared optical path, totaling ∼10, 000 polarization-sensitive MKIDs. The layout

of this stage can be seen in Figure 5.5. The three array modules are mounted

directly to the 100 mK plate (referred to as the array plate in the figure) and

are tiled symmetrically about the center of the module. The 100 mK cold finger

attaches to this plate behind the initial all Al-machined array module featuring

TiN detectors and Al-machined feedhorns. The peculiar shape of this plate is

meant to allow access to SMA connectors while minimizing additional thermal

mass and providing a large surface area for heatsinking the arrays. The final

LPE filter is mounted just in front of the feedhorns and attached to a secondary

interface ring. This interface ring is also the mounting point for the carbon-fiber

1Amuneal 4K material, (www.amuneal.com/)
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Figure 5.5: Layout of the 100 mK stage within the 280 GHz instrument module.
Inset shows the hexagonal tiling of the three arrays as mounted. The
dashed circle marks the optically illuminated region.

truss that rigidly supports the stage and provides thermal isolation from the 1 K

stage of the instrument module. Details of this truss can be found in [107].

5.2 First CCAT KID Array

The first CCAT KID array contains 3,456 feedhorn-coupled, polarization-

sensitive MKIDs fabricated from a TiN/Ti/TiN tri-layer on a hexagonal 550-µm

thick, 15 cm diameter silicon-on-insulator wafer. It is optimized for observing a

∼60-GHz wide band centered at 280 GHz with background-limited sensitivity

[17]. This array draws on the experience gained through developing detectors

for the BLAST-TNG [32, 39] and TolTEC [9, 12] detector arrays. The resonators

share the same design as the 280 GHz detectors designed for TolTEC, with ad-
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Figure 5.6: An exploded view of the Al-feedhorn focal plane assembly, includ-
ing all alignment pins and readout hardware, but with screws and
pogo pins removed.

justments in the absorber geometry to account for CCAT-prime’s slightly lower

atmospheric loading.

5.2.1 Design Considerations

The detector array is mounted within a focal plane assembly that also holds the

aluminum-machined feedhorns. This mechanical assembly (shown in Figure

5.6) serves to set the alignment between the detectors and the feedhorns, couple

the detectors with the RF lines for readout, and provide heatsinking to the dilu-

tion refrigerator so as to keep the entire assembly stable at the detectors’ 100 mK

operating temperature. As shown in the previous section, the hexagonal design

allows for packing three arrays within a single instrument module, keeping all

three as near as possible to the center of the instrument’s focal plane. Designing
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and machining the mechanical components to meet the relatively strict align-

ment tolerances while minimizing risk of damaging the detector wafer during

cooldowns provided several significant challenges.

Detector alignment is achieved by use of a pin-and-slot design, combining a

tightly-fitted central pin with a radial slot and pin to allow for differential ther-

mal contraction between the silicon wafer and the gold-plated aluminum back-

ing structure. The aluminum-machined feedhorn array is aligned to the detector

wafer by means of a separate pair of tight-fitting pins along the outer edge of

the detector array. Particular care was paid to minimizing potential strain on

the silicon wafer generated by thermal gradients between the aluminum back-

ing structure and the feedhorn array during the cooling process. Hence, the

choice was made to align the detectors and feedhorns to the backing structure

through separate alignment pins. When cold, a 75 µm gap is achieved be-

tween the feedhorns’ choke structures and the detector wafer across the 150 mm

wafer by means of a set of raised mounting platforms along the outer edge of

the detector wafer, which also serve as mounting points for the feedhorn array.

These platforms, as well as the positions of the alignment pins, are shown in

Figure 5.7. The gap between chokes and detector absorbers is critical for main-

taining optical coupling efficiency and minimizing both cross-polarization and

optical cross-talk between neighboring pixels. The gap is specifically designed

to remain below λ/10 even with conservative machining tolerances. The rule

of thumb using λ/10 is based on simulations similar to those seen in [70] and

Chapter 6 of [34].

Pogo pins are placed along designated lanes that spread out radially from

the center of the detector array to reduce microphonics, and slide along a gold
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Figure 5.7: Several key features of the mechanical designs are labeled. (A) The
pin-and-slot feature for detector alignment. (B) Separate pins for
aligning the aluminum-machined feedhorn array on the aluminum
base. (C) One of six raised platforms that help to set a ∼75 µm cold
gap between the detector array and feedhorn array. and serve as
mounting points for the feedhorn array. A close-up cross-sectional
view of one of these is shown in the top right.

layer as the assembly cools. These lanes can be seen clearly in Figure 5.8. An

additional layer of gold is placed along the edges of the detector array on four

of the six sides allowing for gold wirebonds between the wafer’s edge and the

backing structure. This provides additional heat sinking for the array, while also

improving the grounding beyond just surface contact with the backing struc-

ture.

The feedhorn array, including all choke structures, was machined at Arizona
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Figure 5.8: (Left) Top of the first completed 280 GHz KID array, which is ap-
proximately 13 cm wide. (Right) Bottom of the first light array with
ground plane and etched quarter-wavelength backshorts.

State University out of 6061 aluminum based on a spline profile [12]. To reduce

the potential for warping of the feedhorn array during thermal cycling due to

built-up stress from machining, several rounds of thermal annealing were em-

ployed following an initial rough machining of the array. The annealing process

involved rapidly moving the array between baths of liquid nitrogen (∼77 K) and

boiling water (∼373 K) several times. This was intended to significantly reduce

stress in the feedhorns, and thereby reduce the possibility of damaging the array

during cooldowns or warm-up.

5.2.2 Assembly Concerns & Validation

With the strict requirements for optical alignment between the feedhorns and

detectors while maintaining a ∼75 µm cold gap across the 15 cm wafer, the ma-

jority of the complexity for this array module was designing something that

could achieve these tolerances reliably across many cooldowns and several as-

sembly and disassembly cycles. Since the mounting methods for the feedhorn
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array are the critical elements for achieving these tolerances, the array is able

to be placed and wirebonded on the array mount beforehand, with alignment

pins and BeCu tabs installed prior to the feedhorns. The RF PCBs and SMA

connnectors are installed prior to the placement of the array. As the BeCu tabs

are machined out of sheet metal and hand-formed, they are the element with

the lowest precision, making it especially important to position them properly

prior to installing the feedhorns. One of the dummy wafers that was used for

a mechanical test assembly prior to the real array became damaged as a result

of a compounded error where: the BeCu tab was positioned slightly too far to-

wards the middle of the array, the tab itself was formed to bend upward higher

than designed, and it was machined out of a slightly thicker sheet metal than

intended. One additional point of note was a failure in one of the SMA con-

necting pins after several cryogenic cycles. This was caused by a misalignment

when installing the SMA connector such that the pin was pinched between the

dielectric of the connector and the pin housing. The stress of multiple cycles

eventually led to a break in this component, requiring a replacement.

Prior to actually installing the array within the final assembly, the compo-

nents went through several steps of validation. Upon receipt of both the gold-

plated backing structure and the machined feedhorn array, critical dimensions

were verified both by hand and by microscope. Once satisfied that these compo-

nents met our specifications, the entire array was assembled and cooled down

multiple times, as mentioned above, with a mechanical wafer that was fabri-

cated to the same dimensions as the final detector wafer, but without any device

layers. To further verify that the system did not develop any touches between

the wafer and the feedhorn array during the process of cooling down, a special

shorting wafer was used that could be monitored electrically throughout the
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Figure 5.9: (Top left) Full array package with detector array assembled, prior
to installation in Bluefors LD-400 for LED mapping. (Bottom left)
Opened view of shorting wafer used for checking for cold touches.
(Right) Bluefors SD-250 setup used for initial cryogenic assembly
tests, with hand-formable coaxial cables removed.

cool down process. This shorting wafer, along with the cryogenic setup, and

the completed final assembly is shown in 5.9. Once these tests were complete,

the final detector array was installed in the assembly in order to map out pixel

positions with an LED board for post-fabrication resonator editing.
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Figure 5.10: An exploded view of the Si-feedhorn focal plane assembly, includ-
ing all alignment pins and readout hardware, but with screws re-
moved.

5.3 Second & Third 280 GHz KID Arrays

Two additional arrays using Al KID designs have been fabricated, along with

gold-plated Si-platelet feedhorn arrays. Each of these arrays has 3,448 total

detectors (1,724 pixels), of which 3,414 are optically coupled. As with the

aluminum-machined modules, the feedhorns are based on the numerically-

optimized spline profile used on TolTEC’s 1.1 mm array [12, 95]. This change

from TiN to Al detectors was driven by dark testing results demonstrating re-

duced low frequency spectral noise and is discussed in Section 3.3. More details

about the Al KIDs can also be found in [11]. The array packaging differs be-

tween both designs to accommodate the different alignment and heat-sinking

requirements of the two feedhorn types, though overall pixel spacing and place-

ment is the same. The overall package design (shown in Figure 5.10) shares

many elements with the array packaging used by TolTEC as described in [10],
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but with several adjustments to allow for hexagonal packing.

5.3.1 Design Considerations

As with the Al-feedhorn design, the primary requirement for this design is be-

ing able to cool down the detectors safely in such a way that they are aligned

with the feedhorns, electrically and thermally grounded, and do not experience

any excessive strain or force. With the machined feedhorns, the alignment with

the detectors posed the greatest challenge, due to differential contraction be-

tween the coupled elements. In the all-silicon design used for the second and

third detector arrays, this alignment is no longer a major issue. Instead the chal-

lenge is to assemble the module in such a way that the detectors are able to be

wirebonded to both the backing structure for grounding and the RF PCBs for

readout, and that nothing is straining or cracking any individual element in the

wafer stack.

Both Al arrays use gold-plated copper packaging to house the all-silicon de-

tector and feedhorn stack. The silicon stack, shown in figure 5.11, includes a

protective backing wafer, detector array, feedhorn chokes, interface wafer, and

gold-plated feedhorns, along with a set of flexible copper feet that absorb any

residual strain during the cooldown. These copper feet are attached to the feed-

horn array by non-magnetic titanium 2-56 screws and thin number 2 nylon flat

washers, and are screwed into the copper array mount in pre-tensioned posi-

tions so that they have only minimal strain at 100 mK. The optical alignment for

this stack is set while warm using alignment pins. As shown in Figure 5.12, this

is verified visually under a microscope and maintained through cooling due to
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Figure 5.11: An exploded view of the feedhorn and wafer stack, including the
backing wafer, detector array, and a combined layer for the waveg-
uide interface plate (WIP) and spacer wafers.

the matched coefficients of thermal contraction. The waveguide gap is set by the

interface plate. The feedhorn chokes are used to improve the optical coupling.

The backing wafer protects the other wafers as they are held against the back of

the silicon feedhorn array by flexible springs in the form of BeCu fingerstock.
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Figure 5.12: (Top) Example image used for verification of warm feedhorn align-
ment with detector absorbers with inset showing the approximate
pixel position seen. Exact alignment is difficult to see due to
the slight viewing angle in the microscope eye piece. (Bottom)
Zoomed-in view of the blue rectangle with dot-dash crosses shown
over two detector absorbers for visual reference.
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5.3.2 Assembly Process

One of the primary difficulties with this assembly is maintaining the ability to

access the top-side of the detector wafer for wirebonding, given that the final

assembly has the detector array pressed tightly against the feedhorn stack from

the underside. To accomplish this, the assembly process begins with the in-

stallation of a temporary bonding jig into the array mount, which fills the cen-

tral region and temporarily holds two alignment pins. After placing the back-

ing wafer, detector array, interface plate, and feedhorn chokes on the bonding

jig, BeCu clips are used to hold down the wafer stack for wirebonding, begin-

ning with gold wirebonds for heatsinking and grounding, and followed by alu-

minum wirebonds to the RF PCBs. With the top-side wirebonding complete,

the BeCu clips are removed and the feedhorn array is lowered onto the detector

wafer from above, then screwed in from the underside. The bonding jig is then

removed, making use of an additional set of alignment pins to avoid applying

torque to the detector stack. The final backing plate (with BeCu fingerstock in

place) is then installed with careful tensioning to ensure the pressure increases

roughly evenly across the array. At this point, the wirebonds are checked for

continuity and the feedhorn-detector alignment is verified under a microscope,

as shown in Figure 5.12.

5.4 Current Array Statuses

At the time of writing, all three of the 280 GHz arrays have been fabricated and

are undergoing characterization at various stages. The TiN array has undergone

extensive testing, and is nearly ready for post LED-mapping resonator editing.
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Figure 5.13: A full sweep of network 5 for the TiN array at a bath temperature of
145 mK and an estimated tone power of −96 dBm at the resonators.
The inset region shows the band of detectors used for all bath tem-
perature sweeps in Figure 5.14.

Figure 5.13 shows a full S21 sweep (in dB) of network 5 for the full TiN array

at 145 mK, along with a close-up of a small band used for more extensive test-

ing, previously described in 3.2. Within this narrow range, 25 detectors were

selected for remaining fully within band and > 5 line-widths from nearby res-

onators in all sweeps up to the highest bath temperatures. These were well-fit

across the full range of bath temperatures and powers. Figure 5.14 shows the

resonator response to changing bath temperatures, with all 25 resonators over-

plotted. As is expected from the Mattis-Bardeen equations seen in 2.4.2, these

detectors show monotonic behavior across the full range of bath temperatures

that does not vary significantly with tone power. It should be noted that, during

these bath temperature sweeps, the minimum bath temperature was limited to

≳ 155 mK, which is higher than the expected operating temperature of 100 mK.
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Figure 5.15 shows a histogram of the total quality factors, internal quality fac-

tors, and coupling quality factors previously measured at ∼ 105 mK on network

4 with the entire array closed up (dark) prior to LED-mapping. As with net-

work 5, the bulk of the resonators had coupling quality factors (Qc) in the range

of 45,000 to 130,000. Based on measurements taken at NIST, the total Qs are

expected to be in the range of 5,000 to 10,000 during operation under nominal

optical loading conditions.

Of the two Al, arrays, both have completed LED-mapping at NIST, and

the first has already completed its post-fabrication editing. The results of that,

shown in Figure 5.16, were to effectively improve the total number of usable

detectors (which is those detectors that are ≥ 5 line widths from their neighbors

under expected loading conditions) by more than 30%. Trimming the resonance

frequencies at this scale had not been done before with aluminum detectors,

which are comparatively less robust than TiN detectors, making this demon-

stration a critical step in optimizing on-sky yield. While the overall yield im-

provement is encouraging, 85 (∼2.5% of the total) resonators were lost during

the editing process, bringing the physical yield of identified resonators from

3230 to 3145. Similar or better results are anticipated for the second Al array, as

well as the TiN array, which are both expected to be completed during the 2024

summer.
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Figure 5.14: (Top) Fractional frequency shift vs. bath temperature based on fit-
ted data from 25 TiN detectors. These were slightly less than half
the resonators in a band from 400–450 MHz and were chosen be-
cause they remained fully within band up to the highest bath tem-
peratures and were > 5 line-widths from any nearby resonators in
all sweeps. (Bottom) Internal loss (inverse Qi) as a function of bath
temperature for the same resonator fits.

140



Figure 5.15: Example histogram of quality factors from a single representative
network from the completed TiN array at a bath temperature of
∼ 105 mK.
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Figure 5.16: The expected number of usable resonators from the first aluminum
KID array based on different cutoff criteria, with the expected range
of internal quality factors during operation shown in gray. This is
showing the fraction of resonators separated from their neighbors
by greater than 2.5, 5, and 7.5 line-widths in blue, orange, and green
respectively. The solid lines (after trimming) should be compared
with the dashed lines (before trimming) to see the overall improve-
ment. Figure produced by Jordan Wheeler.
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CHAPTER 6

CONCLUSION

We conclude this dissertation with a brief discussion of some of the antic-

ipated science from CCAT with FYST, highlighting a few interesting science

cases (particularly as a complement to the Simons Observatory), as well as the

work that remains to be done as we move towards first light.

6.1 Science with FYST

The CCAT collaboration brings together an international group of scientists fo-

cused on a wide range of astrophysical questions, from cosmology and large-

scale structure to star formation and galactic science. This broad reach of sci-

ence questions is enabled by the marriage of an exceptional site in Chile’s At-

acama with highly-sensitive, cutting-edge instrumentation. The 6-m aperture

FYST, operating with Prime-Cam, will allow for large-scale mapping of the mil-

limeter to submillimeter skies with wide frequency coverage (from 220 to 850

GHz across the planned polarization-sensitive modules). Each of the modules

will sample its 1.3◦ diameter field-of-view to the diffraction-limit, populating

the focal planes with an unprecedented number of feedhorn-coupled MKIDs.

After five years of operation, the primary data products will be a 20,000 square-

degree wide-field survey and a smaller deep-field spectroscopic survey, each

with roughly 4,000 hours of integration time, as well as several shallower small

field surveys. A detailed look at the science goals of these surveys is provided

in [21], but we will just take a moment to discuss a few of the more exciting

aspects from the perspective of a cosmologist.
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Figure 6.1: A comparison of the effective resolution for measurements of dust
polarized intensity at signal-to-noise ratio > 3 for Planck at 353 GHz
(left) and Prime-Cam at 350 GHz (right). Prime-Cam will offer a sig-
nificant improvement in the fraction of the sky measured with high
signal-to-noise at 5’ resolution or better, including significant por-
tions of the galactic plane with a resolution of 1’. The white shaded
region indicates the portion of the sky not observable by FYST. Fig-
ure from [21].

6.1.1 CMB Foregrounds

With the success of previous generations of CMB experiments, such as Planck

and Advanced ACTPol, and the constraints currently placed on ΛCDM, modern

cosmology has reached the point of using the CMB to probe new physics that is

inaccessible at the moment in laboratory experiments. These include the study

of inflation through the tensor-to-scalar ratio, r, and the existence of additional

light particles or sources of radiation in the early universe through the param-

eter Neff , which characterizes the effective number of relativistic species in the

early universe. Evidence for either of these would appear in measurements of

the CMB temperature and polarization anisotropies, with inflationary gravita-

tional waves imprinting B-modes in polarization and additional light particles

or radiation appearing in the high-l damping tail and the location of the various

acoustic peaks.
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Figure 6.2: Left shows a scatter plot of the simulated best fit values for the
tensor-to-scalar ratio, r, when measured with SO’s Small Aperture
Telescopes (SAT) only versus when combined with data from FYST.
Right shows histograms of the same data. Both clearly display the
possible systematic bias within the SO-only data set under common
foreground modelling assumptions. As the simulations did not in-
clude a primordial B-mode signal, the ”true” value would be r = 0.
Figure from [21].

One of the fundamental limits on our measurement of these parameters,

however, is our uncertainty on the emissions from galactic dust, particularly po-

larized emission. Based on observations from Planck [86], the polarized dust is

well-described by a two-parameter modified black-body spectrum. The Simons

Observatory is aiming to achieve an uncertainty in r of σ(r) < 0.003 and will be

deploying a combination of several small aperture telescopes along with a large

aperture telescope observing nearby to FYST across six frequency bands from

27 to 280 GHz. However, as seen in [2], uncertainty in the foreground emission

parameters can cause a bias in r that is comparable to the overall statistical un-

certainty. The additional high frequency coverage from Prime-Cam will provide

the best constraints on polarized foreground emissions in the regions of the sky

observed by SO. This can clearly be seen in Figure 6.1, showing the increased
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Figure 6.3: The normalized (solid) and relative (dashed) visibility functions for
Rayleigh and Thomson scattering of photons showing the probabil-
ity that a photon was last scattered at a particular conformal time, η,
on the bottom axis, and redshift, z, on the top axis. Rayleigh terms
scaling with frequency, ν, as ν4 and ν6 are shown separately with
dashed lines showing the relative amplitude for 857 GHz. Figure
from [64].

resolution in polarized dust intensity at high signal-to-noise from Prime-Cam’s

350 GHz channel over Planck’s 353 GHz channel. As forecasted in [21], this can

significantly reduce the potential bias to σ(r) and may reduce the need for SO to

marginalize over the residual foreground, further improving constraints. This

is shown in Figure 6.2. In this way, Prime-Cam’s dust measurements may help

to set the most stringent constraints on primordial gravitational waves.
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6.1.2 Rayleigh Scattering of the CMB

Aside from aiding CMB measurements from SO, there remains a possibility for

a unique CMB detection in the form of Rayleigh scattering from neutral hydro-

gen and helium around the time of recombination. While the early universe

prior to the release of the CMB is dominated by Thomson scattering of photons

off of free charged particles, as the number density of neutral species (initially

helium and then predominantly hydrogen) begins to climb around and shortly

after the time of recombination, Rayleigh scattering begins to have an impact.

Since the density of neutral hydrogen and helium was anticorrelated with the

density of free electrons, Rayleigh scattering has its largest effects at redshifts

between roughly 1010 and 800. This is shown in Figure 6.3, which compares

the evolving contributions of Thomson and Rayleigh scattering in the early uni-

verse as a function of both redshift and conformal time1, η. This effect ought to

be measurable by future observatories, including potentially FYST.

Since the cross-section for Rayleigh scattering has a strong frequency depen-

dence in comparison to the roughly constant cross-section for Thomson scatter-

ing2, it is expected to impart a distinct signature on the CMB that may be teased

1Conformal time is the total comoving distance that light could have traveled since t = 0,
also referred to as the comoving horizon. This is the maximum separation beyond which two
regions of space cannot be causally connected. The formal definition is

η ≡
∫ t

0

dt′

a(t′)
(6.1)

where a(t) is the scale factor.
2For neutral hydrogen, the Rayleigh scattering cross-section goes as ν4. The full expression

is given by

σR(ν) = σT

[(
ν

νeff

)4

+
638

243

(
ν

νeff

)6

+
1299667

236196

(
ν

νeff

)8

+ ...

]
(6.2)

where νeff ≈ 3100 THz and σT is the Thomson scattering cross-section [64].
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out separately from the primary CMB anisotropies. The general effect is to in-

crease the total baryon-photon coupling, adding a photon drag that delays last

scattering and distorts the relationship between baryon and photon perturba-

tions.

We can see some of the impact on the power spectra in Figure 6.4. On small

scales, this leads to damping of both temperature and polarization anisotropies.

At the same time, however, it also causes an increase in large-scale E-mode po-

larization by increasing the opacity and driving the source of the low-multipole

polarization signal to a later time with an expected larger CMB quadrupole [5].

These contrasting shifts in the large and small-scale E-mode polarization mean

that the B-mode signature from Rayleigh scattering is suppressed at large scales.

This is because the B-mode polarization is produced by gravitationally-lensed

E-modes across a range of scales, allowing the contributions to largely cancel

[5]. Finally, the increased opacity at higher frequencies leads to a frequency-

dependent shift in the surface of last scattering, increasing the sound horizon

for higher frequencies [5, 116]. This can be seen as a slight shift in the peaks in

Figure 6.4.

While these effects are sufficiently small (peaking at just the few percent

level [116]), it is a part of the observed signal in both intensity and polariza-

tion. By taking advantage of the information in both primary and Rayleigh CMB

anisotropy signals, measurements of the thermal and polarization autospectra

and cross-spectra can significantly add to cosmological parameter constraints

while uniquely probing the universe at the time of recombination. Since the

Rayleigh-CMB sky contains a full additional set of modes from the early uni-

verse to probe, a detection would enable us to place tighter constraints on the

148



Figure 6.4: The Rayleigh autospectra at various frequencies (in GHz) in temper-
ature (left) and E-polarization (right). Dashed lines show the uncor-
related component, while the solid black lines represent the primary
power spectra. The lower, thinner black line on the right represents
the primary B-polarization spectra. Dotted lines represent potential
noise from the proposed PRISM instrument and can be ignored here.
Figure from [64].

parameters of ΛCDM than ordinarily allowed by cosmic variance.

As sensitivity increases and methods for removing foregrounds improve, the

signal from Rayleigh scattering is inching closer to detection. The first measure-

ments will need to come through a cross-correlation with the primary CMB, and

has likely been prevented to this point as a result of astrophysical foregrounds

[21]. As described in [118], combining the frequency coverage and sensitivity

of FYST with additional data sets from Planck and SO should deliver the best

chances for a detection in the near-term future, though, as shown in Figure 6.5,

the combination of foregrounds and sky noise are likely to keep a high signal-

to-noise detection out of range. It seems increasingly likely that measuring the

Rayleigh scattering signal well enough to improve cosmological constraints will

require a space-based telescope.
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Figure 6.5: (Left) The predicted sky emission as a function of multipole for vari-
ous frequency channels on Prime-Cam plotted with the CMB power
spectrum. (Right) Forecasted signal-to-noise ratio with and without
foregrounds for the CMB-Rayleigh scattering cross-spectrum using
combined data from CCAT, SO, and Planck. Figures from [118].

6.2 Towards First Light

With much of the work already demonstrated and first light for FYST rapidly

approaching, what remains to be done? The primary detector and readout tech-

nologies have been validated individually, but, prior to the complete module

assembly, all three of the detector arrays must be in their complete and final

state. This means the LED-mapping and trimming process must be completed

to place each detector in its final position in frequency space. At the time of writ-

ing, this has been completed for one aluminum array, demonstrating a signifi-

cant improvement in detector spacing to avoid collisions in operation. Both of

the remaining 280 GHz arrays are currently undergoing position-to-frequency

mapping by LEDs in preparation for editing in the near future at NIST. When

completed, all three arrays will be installed within the full instrument module

for demonstration and re-characterization within Mod-Cam.
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Aside from the hardware, there is still work to be done for the readout soft-

ware. As shown in [97] and [96], significant progress has been made in imple-

menting readout strategies for Prime-Cam based on previous work on BLAST-

TNG and TolTEC. Even so, there is still work to be done to improve the effi-

ciency of detector tuning, monitoring, and converting between frequency and

optical power. This is particularly the case for the aluminum detectors, given

their more complicated nonlinear behavior.

6.3 Concluding Remarks

This dissertation describes many of the author’s technical contributions to the

development and demonstration of the detectors and readout for Prime-Cam’s

280 GHz and 350 GHz instrument modules. This work was done in the con-

text of the CCAT, ACT, and SO collaborations with the aim of advancing our

fundamental understanding of cosmology and astrophysics. With the founda-

tions laid in chapter 2, we presented comparative measurements and analysis

of TiN and Al MKIDs in chapter 3. Both of these types of detector arrays are in-

tended for deployment as part of the 280 GHz instrument module. In chapter 4,

we described the design and validation of the cryogenic readout systems, with

demonstrations of photon-noise limited performance in the laboratory. Chap-

ter 5 similarly described the designs, fabrication, and validation of focal plane

packages for two distinct feedhorn-coupled detector designs as well as some of

the measurements being made as we move towards deployment. It is the au-

thor’s hope that this work has paid a small but crucial role in helping to advance

our understanding and exploration of the universe and our place in it.
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sel, A. Beelen, A. Benoı̂t, A. Bideaud, N. Billot, O. Bourrion, A. Bracco,

M. Calvo, A. Catalano, G. Coiffard, B. Comis, M. De Petris, F.-X. Désert,

S. Doyle, E. F. C. Driessen, R. Evans, J. Goupy, C. Kramer, G. Lagache,

S. Leclercq, J.-P. Leggeri, J.-F. Lestrade, J. F. Macı́as-Pérez, P. Mauskopf,
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J. E. Gudmundsson, V. Guillet, W. Handley, F. K. Hansen, D. Herranz,

Z. Huang, A. H. Jaffe, W. C. Jones, E. Keihänen, R. Keskitalo, K. Kiiveri,

J. Kim, N. Krachmalnicoff, M. Kunz, H. Kurki-Suonio, J. M. Lamarre,

A. Lasenby, M. Le Jeune, F. Levrier, M. Liguori, P. B. Lilje, V. Lindholm,
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S. Matarrese, J. D. McEwen, P. R. Meinhold, A. Melchiorri, M. Migliac-

178
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